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Abstract. Let n € N, m = (my,...,mn_1), k > 1. Define for all i € {1,...,n — 1}
vi =k+n~1+ M;, where M; = Z;:il m;. Let X(1,n,m,k),...,X(n,n,m, k) denote
the generalized order statistics in the sense of Kamps [3]. We study the limit distributions
of the random variables W (i,n,m,k} = v;41{X (i + 1,n,m, k) — X(i,n,m, k)], when the
generalized order statistics are Pfeifer’s records, kn-records and sequential order statistics,
and summarize previously known results of that type for order statistics and k-th record
values.

1. Introduction

Let F be an absolutely continuous distribution function (df) with density
fandlet n € N, m = (my,...,mp-1), k > 1, be parameters such that for
allz € {1,...,n~ 1},

Yi =k+n—i+Mi > 1,
where M; = Z}:il m;. The random variables
X(1,n,m,k),...,X(n,n,m,k)

are generalized order statistics from an absolutely continuous common dis-
tribution function (cdf) F, if their joint density function is of the form

fX(l,n,r‘rvl,k),...,X(n,n,ﬁ'z,k) (1311 . ,l'n)
n—1 n—1
= k(T %) (TI0 - Fe)™ (@)1 - Flza)* f(zn),
j=1 i=1

for F71(0)<z; <... <z, < FI(D).
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The notion of generalized order statistics introduced by Kamps provides
a unified approach to some distributional and moment properties of ordered
random variables. The model of generalized order statistics contains many
models of ordered random variables as special cases, e.g.

1. order statistics X1.p, ..., Xn:n of a sample (X1, ..., X,) of size n from
cdf F are generalized order statistics with parameters m; = ... =m,_1 =0
and k=1,

2. k-th record values Yl(k), e ,Y,Ek) of a sequence {X,,n > 1} of indepen-
dent identically distributed random variables are generalized order statistics
with parameters m; =... = mp.1 =—-1and k € N

Other models will be discussed in detail in Section 3.

First note that if X(¢,n,Mm,k), 1 < i < n, are generalized order statis-
tics based on the distribution function F(z) = 1 —e™®, z > 0, then for
1=1,2,...,n— 1, the random variables

W(i?naﬁla k) = 7i+1{X(i + 1>n)ﬁ7"k) - X(z,n,fﬁ,k)}

are independent and identically distributed according to F (cf. (3], Th.
3.3.5). The aim of this paper is to examine the asymptotic distributions
of W(i,n,m,k) as n — oo or k — oo, depending on the model con-
sidered. In Section 2 we give formulae for distributions of the differences
X(i+1,n,m,k) ~ X(i,n,m, k), and in the following sections we study be-
haviour of W (%,n,m, k) in some special cases.

2. Distributions of differences of successive generalized order
statistics
Let F be adf. Let n € N, 2 = (m1,...,mMn-1), My = 5770 my k> 1,
be parameters such that v, = k+n—i+M; > 1,fori € {1,...,n—~ 1} and
let X(i,n,m,k), 1 <1 < n, be the associated generalized order statistics
defined in [3]. For 1 < ¢ < n, we denote by

Z(i,n,m, k)= X+ 1,n,m, k) — X(i,n,Mm, k)
the difference of successive generalized order statistics.

LEMMA 2.1. If F is concentrated on some interval S C R, then the distribu-
tion function of Z(i,n,m, k), 1 <i < n, has the form

. _ i o~
Fz(z,n,m,k)(m) =1— ; (.:l]._f‘(Fi(;%t_Q) +1dFX(z,n,m,k)(u), x>0,

S

where FX(inm}k) (u) is the distribution function of X (i,n,m, k).
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Proof. We use the fact that generalized order statistics form a Markov
chain with transition probabilities

PX(i+1,n,m,k) > t| X(i,n,m, k) =] = (;:igg)ﬂl’

t>s,1<i<n. Thus, for z > 0,
FZ@»nﬁ'k)(z) =1- P{Z(i,n, k) > z}
—{ P{Z(i,n, 7, k) > 2| X(i,n, 7, k) = u}dFXERmE) ()

S
— [ P{X(+ 1,0, k) > o+ u | X(3,n, 1, k) = u}dFXEmMR) (3
S
1= F(z+u)\"  xnmk)
S ( 1- F(u) ) aF (w),

which ends the proof.

Now we prove a lemma, which gives an estimate for the df FW(inmpk)
of the random variable

W(i,n,m, k) = v41Z(i,n,m, k).
Let f be the density of F' and let the hazard rate be

_f(z)
@) =TTy
LEMMA 2.2. If r(z) is a differentiable function with bounded first derivative
(1) P’ (z)] < M, z €S8,
then
2 o~ 2
H)exp (- 22 ) < 1- FW6nib(z) < Hyewp (2 ), 220,

Yi+1 Yi+1

where

H(z) = HO™R) (z) = | exp(—ar(u))dFXEmmE) (y), 7 > 0.
S

Proof. By Lemma 2.1
.~ 1~-F(u+ YFit1 o~
1— FW(""’m'k)(:z:) - S ( _( F( ‘;-+1 )) dFX("n'm’k)(u).
S

Applying Taylor’s formula to the function
g9(u) =log(1 — F(u))
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and the differentiability of » we obtain for z > 0

) a2 ) ot -

lo
T1-F() Yorn
,( Oz ) z?
—r\vt )
Yi+1/ Vit

= —-r(u
( )’Yz'+1

where 0 < § < 1. Therefore
1— FW(i,nﬁz,k)(m)

/ oz \ 2? X (i;n,m,k)
= Sexp(—-:vr(u))exp —r'{u+ dF2 IR (),
S Yi+1/ Yi+1

Then Lemma 2.2 follows from (1). =

3. Limiting distributions of Z(i,n,m, k)

Now we give limiting distributions of Z(i,n,m, k) in some special cases
of generalized order statistics. Throughout this section we assume that F
fulfills the assumptions of Lemma, 2.2, i.e. F is concentrated on some interval
S C R, and such that the hazard rate r(z) is differentiable with bounded
first derivative.

3.1. Order statistics _

Let m; = 0,1 <1 < n, k= 1. Then the generalized order statistics are
order statistics X1.n, X2.n, ..., Xn:n of a sample of size n from F. Moreover,
~v; =n —t. By Lemma 2.1, the distribution function of

Win = (n — i)(Xit1:n — Xim)

is

FWi,n (JJ) =1- S
S

By Lemma 2.2 the following inequality holds:

2 M2
) <1 A, (@) < Hin()eww (1),

n—1 2

(1—F(u+;l%i

T ) dFy, (u).

H;n(z) exp ( -

where

H; n(z) = S exp(—zr(u))dFx,, (u).
S

Note that if zg = inf S, then
0, forz < xg,

Fy. (z)— 7 — 00.
Xen () {1, for z > xo,
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Moreover, if {i,,n > 1} is any sequence of positive integers such that
= pe(0,1), n— oo,
n

and z, is a quantile of order p of F|, then

0 forz <z
Fx, (z)—< P n— oo
" 1, for x > z,,

Therefore H; ,(z) — exp(—Az), as n — oo, £ > 0. This proves the following
theorem (cf. Theorem 5.1 of [5]).

THEOREM 3.1. For any i € N the sequence of random variables
n(Xi+1:n - Xi:n), n> i,

converges weakly to an exponential distribution with parameter

. f(z)
(2) A= Gy

Moreover, if {in,n > 1} is any sequence of positive integers such that i, < n,
n>1, and _
%‘—»pe(o,l), n — oo,
then the sequence of random variables
(n — tn)(Xip+1n — Xipm), n 21,
converges weakly to an exponential distribution with parameter

- f(=)
b= T F@)
3.2. Sequential order statistics
Suppose that we are given some triangular array of independent random
variables ,
(Y 1<i<n 1<j<n—i+1},

such that for any i = 1,2, ...,n, random variables Yl(i), Yz(i), ceey YTEi_)iH have

a common distribution function F;. We assume that Fi,..., F, are strictly
increasing and continuous and Fy (1) < ... < F71(1). Let

(1) _ (1) :
X;'=Y", 1<j<n,
X&l’) = min(Xgl), e ,X,(ll)),
and fori=2,3,...,n,
X = FE) - REED) + R,
Xg’)n = min(XY'), e ’sti+l)‘
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The random variables Xél,z,, e ,ng,)l are called sequential order statistics
(cf. [3]). They form a Markov chain with transition probabilities

. . 1-F (t) n—i+1
[ él,'n, > I &,n S] 1 _ Fz(S) ) - &)
If Fi(z) =1—(1— F(z))* where o; > 0 for ¢ € N, then the sequential
order statistics are generalized order statistics with parameters

mi=Mn—i+1a;—(n—19)ar1—1, 1<i<mn,
and k = a,. Then v; = (n — i + 1)a;. By Lemma 2.1
Wy = (n— a1 (X&) — x8)
has distribution function

1- Flu+ —%—)\ (n—ain
Frn(e) =1 - i) L o>

where Fxé‘) is the df of XE{),,. By Lemma 2.2 we obtain the following in-

equalities
Ma? Mz’
H,(z)exp ( - m) <1- Fy,(z) < Hy(z)exp ((n — i)a'+1)’
3 2
where

H,(z) = S exp(—mr(u))dFXg) (u), z > 0.
S n
Thus we have proved the following theorem.

THEOREM 3.2. For any i € N the sequence {Wh, n > i} of random variables
Wa = (n — )i (X55" - X8h),
converges weakly to an exponential distribution with parameter

. f(z)
A= lim ———,
where zg = inf S.

3.3. k-th record values

Let {X;,7 > 1} be a sequence of i.i.d. random variables with cdf F. For
any fixed k > 1 we define the k-th (upper) record times Ug(n), n > 1, of the
sequence {X;,7 > 1}, inductively by

Uk(1) =1,

Uk(n + 1) = min{j > Uk(n) : X,’i=j+k—1 > XUk(n):Uk(n)+k—1}’ n21,

and the k-th (upper) record values by k) XUy (n):U(n)+k—1, 7 = 1 [1].



Limiting distributions of differences 311

We see that k-th record values are generalized order statistics with pa-
rameters m; = ~1, 1 <i<n, k€N whiley, =k, fori=1,2,...,n -1
Using the above arguments we obtain Theorem 2.2 of Gajek [2].

THEOREM 3.3. The sequence of random variables
k8 - v ®), k>,

converges weakly, as k — oo, to an ezponential distribution with parameter
A given by (2).

3.4. Pfeifer’s record values .
Consider a double sequence {Xi(J ),i > 1,7 > 1} of independent random

variables such that Xi(j ), 1 > 1, are identically distributed with distribution
function Fj, j > 1. Define Pfeifer’s inter-record times as

Ay =1,
Ans1 = min{j € N: X"V > X0} n > 1,

and Pfeifer’s record values as X(AT;) (cf. [4]).

If Fj(z) = 1— (1~ F(z))" where F is absolutely continuous and 3; > 0
for j > 1, then Pfeifer’s record values are generalized order statistics with
parameters m; = 3; — B;+1 — 1, k = (B,. Moreover 7;41 = B;+1. Hence, using
Lemma 2.1, the distribution function of

Wa = a1t (XY - X))

Anil
is of the form

1—F(u+ z5=)\ 8t
ﬂn-{»—l (n)
Fw =1- F >
n(:l:) g( 1 F(u) ) d XA"('U:), T _07

and by Lemma 2.2,

Mz?

Hy(z)exp (— 5

n+1

)Skﬂmmsmwmﬂgi)

where
H,(z)= Sexp(——zr(u))dF)(gZ" (uw), z>0.

L

Note that if zg = sup S, B, — oo as n — oo, and

(3) A= lim r(z),

Tz

then Hp(z) — exp(—Az), n — 0o. Therefore we get the following theorem.
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THEOREM 3.4. If F}, j > 1, fulfill the above assumptions, and if B, — oo,
n — oo, then the sequence {Wy,n > 1} of random variables

Wn = Bapr (XD — x ()

Ansti
converges weakly to an exponential distribution with parameter A given by (3).

3.5. k,-records .
Similarly to the Pfeifer’s records case, consider a double sequence {Xi(J ),

i > 1, j > 1} of independent random variables such that Xz-(J ), 1> 1, are
identically distributed with distribution function Fj, j > 1. Let {k,,n > 1}
be a sequence of positive integers.

kn-inter-record times are defined inductively by

Ay =1,

Ny +1
Apt1 =min{j € N: X](-Z-Jrk)nﬂ_l > X(A72:An+kn—1}’ n>1,

and k,-record values by
Xz(xn:,k,. = X(An,B:An+kn+1-1a n>1 (cf [3]).
Note that if k, = 1 for n > 1, then k,-records become Pfeifer’s records,

and if k, =k, F,, = F for n > 1, then k,-records are k-th record values.

It is known that k,-records X (All)’ ko X (A22)’ ko form a Markov chain with
the transition probabilities

(@ PX, >t xPD = (i_‘—g‘ég)k t>5 n>2.
If
(5) Fj(z)=1-(1-F(2))’,j > 1,
where {f;,j > 1} is a sequence of positive numbers, then k,-records are
generalized order statistics with parameters m; = B;k; — Biv1kiv1 — 1,1 <

i < n, and k = B,k,. Moreover v; = G;k; for 1 < 7 < n. By Lemma 2.1 for
n>1

Wn = ﬂn+1kn+1(Xgl:;ll)’kn+l — X(Ann),kn)
has df
1-— F(u + z ) kn+18n+1
F; =1- k1Bl ) dF ... >0
Wn(-’B) év ( 1 F(u) Xég'kn (u) z 2
and by Lemma 2.2
2 M 9
Hn(.’l) exp ( — M—x) <1- Fwy, (CB) < Hn(:z;) exp (__.’B__),
kn-{—lﬂn—i—l kn+1,3n+1
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where
Hy(z) = Sexp(——a:r(u))dFX(n) (uw), z>0.
3 An.kn

Note that if Tg = sup S, k.08, — 00 as n — o0, and A is as in (3), then
H,(z) — exp(—Az), n — oo. Therefore we get the following generalization
of Theorem 3.4.

THEOREM 3.5. With F; as above, if {fn,n > 1} and {kn,n > 1} are
sequences of numbers such that Bpk, — 00, n — oo, then the sequence
{Whn,n > 1} of random variables

W, = ,Bn+1kn+1(X(Ann-:11),kn+1 - Xgl.,,),kn)’ n>1,
converges weakly to an exponential distribution with parameter A given by
(3).

Note that if in the general case the Fj are not of the form (5) then the
kn-records are not generalized order statistics. However, if we assume that
kn, = k does not depend on n, then we can prove the following result.

Let Fp,, n > 1, be absolutely continuous distribution functions such that
F, is concentrated on the interval S;, with density f,, and the hazard function
Ty We consider k,-records, as defined above, but with &k, = &k, n > 1. Using
the fact that k,-records form a Markov chain with transition probabilities
given by (4), we can deduce that the distribution function of

W = XL e~ X0

is of the form

Fpm(e)=1-§
k Sn

(1 - Fn+1(u + %)
1- Fn+1(u)

Fix n > 1 such that r,, is a differentiable function with bounded first deriva-
tive

k
) dFX(Anfz,k (u).

Ir(2)] € M, z €Sy
Analogously to the proof of Lemma 2.2 we obtain the estimate

Hy(z) exp(— 2) <1-— Fw,f")(z) < Hi(z)exp (M,k,::rz),

Muyx

where

Hy(z) = S exp(—:z:rnﬂ(u))deg.)k(u).
s, "

D . .
Moreover, we see that X(ATL),k = Ton as k — oo, where xg, = inf S;,. This

establishes
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THEOREM 3.6. For anyn > 1 such that ro(z) is a differentiable function with
bounded first derivative, the sequence {W,gn), k > 1} of random variables

(n) _ (n+1) (n)
Wi = k(Xp 0k = Xa,) E21,
converges weakly as k — 00, to an exponential distribution with parameter

An = lim 7,(z).
gz,
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