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ANALYTIC SOLUTIONS OF A POLYNOMIAL-LIKE 
ITERATIVE FUNCTIONAL EQUATION 

Abstract . This paper is concerned with a polynomial-like iterative functioned equa-
tion A i f ( z ) + A2/'2'(.z) + • • • + A m / ' m ' ( z ) = F(z), where f(z) is an unknown function, 
F{z) is a given function, denotes the i-th iterate of / , and Ai, A2, • • •, Am are complex 
constants. By constructing a convergent power series solution tp{z) of an auxiliary equa-
tion of the form Ai<p(az) + A2<p(a2z) H h A m i p (a m z ) = F(<p(z)), analytic solutions of 
the form (z)) for the original iterative functional equation are obtained. 

Iterative root, seen in [1] and [2], is an important problem in the theory of 
dynamical systems. As a natural generalization, the polynomial-like iterative 
functional equations in the following form 

(*) Ax/Or) + X2f[2](x) + • • • + A r o / M ( x ) = F(x) 

for x 6 R, Ai € R, i = 1 ,2 , . . . , m, or some special cases were discussed 
recently!3-8!. l n this note, we will consider the existence of analytic solutions 
of equation (*) in the complex field. Namely, we consider the equation 

(1) Ai/(z) + \ 2 f [ 2 ] ( z ) + ... + A m f [ m \ z ) = F(z), 

where f(z) is an unknown function, F(z) is a given complex-valued function 
of a complex variable, and Ax, A2,..., Am are complex constants (but not 
all zero). 

Assume that F(z) is analytic on a neighborhood of the origin, F(0) = 0 
and -F'(O) = s / 0. To find analytic solution of (1), we first seek an analytic 
solution <p(z) of the auxiliary equation 

(2) A l ¥ >(az ) + A 2<p(a 2z) + ... + A = F(<p{z)), 
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where a is a root of the algebraic equation 

(3) Aiz + A2*2 + . . . + Amzm - s = 0 

and satisfies one of the following conditions: 

(HI) 0 < |a | < 1; 
(H2) |a | > 1; 
(H3) |a | = l , a is not a root of unity, and 

log , n
1 , , < Klogn, n = 2 , 3 , . . . |an — 1| 

for some positive constant K . Then we show that (1) has an analytic solution 
of the form 

(4) f ( z ) = tpicup-Hz)) 

in a neighborhood of the origin. Finally, we show how to derive an explicit 
power series solution by means of an example. 

We begin with the following preparatory lemmas, the proof of the first 
of which can be found in [1, Chapter 6]. 

LEMMA 1. Assume that (H3) holds. Then there is a positive number 6 such 
that | a n — 1 | _ 1 < (2n) s forn = 1 ,2 , . . . Furthermore, the sequence 
defined by d\ — 1 and 

dn = , n _i—77 max {dni...dnt}, n = 2 , 3 , . . . 
\Oi — 1 n=ni+...+ntl 1 1 0<ni<...<nt,t>2 

satisfies 

d n < ( 2 5 f i + 1 ) n " V 2 5 , « = 1 , 2 , . . . 

LEMMA 2. Assume that one of conditions (Hi) and (H2) is fulfilled. Then for 
any rj E C, the equation (2) has an analytic solution ip(z) in a neighborhood 
of the origin such that (p(0) = 0 and <p'(0) — r}. 

P r o o f . Fix an 77 € C. If 77 = 0 then the zero function satisfies the assertion. 
So assume that 77 ^ 0. Let 

00 
(5) F(z) = cnzn, where ci = s. 

n=1 

Since F(z) is analytic on a neighborhood of the origin, there exists a positive 
¡3 such that 

(6) \cn\ < / T " 1 , n = 2 , 3 , . . . 
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Introducing new functions (p(z) = ¡3<p(l3 1z) and F(z) = (3F{(3 1 z) , we 
obtain from (2) that 

Ai¡p(az) + \2v(a2z) + . . . + \mv(amz) = F((p(z)), 

what is an equation of the form (2). From (5) and F(z) = / 3 F ( / 3 _ 1 z ) , we 
have 

F(z) = 0 F { r l z ) = sz + ]T cni3l~nzn. 
n=2 

By (6) it follows that 

< 1 , n = 2 , 3 , . . . pn-l 

Therefore, without loss of generality, we assume that 

(7) \cn\< 1, n = 2 , 3 , . . . . 

Let 

(8) <p{z) = Y i * n * n 

n = l 

be the expansion of a formal solution <p(z) of equation (2). Inserting (5) and 

(8) into (2) and comparing the coefficients we obtain 

( A i a + X2a2 + . . . + A m a m - s)bi = 0 

and 

( 9 ) ( A i q " + X2a2n + . . . + A m a m n - s)bn 

~ X] ctbnibn2.. .bnt,n = 2 , 3 , . . . 

t=2,3, . . . ,n 

Noting that a is a root of (3), we see that Àia + A2a2 + . . . + A m a m — s = 0. 
Hence we choose 61 == 77 and by (9) we get 

(TYl— I t \ 

¿=1 fc=0 ' J ] ctbnibn2 .. .bnt, n = 2 , 3 , . . . 
ni+-..+it=n; 

t=2,3,...,7i 

Now, we show that the power series (8) converges in a neighborhood of the 
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origin. First of all, since 

lim 
71—too 

1 

(on - a ) I AX + E ^ T 1 E L o A , + i a » « - *>+ * 

0 < H < 1, 
0, |a| > 1, 

there exists a positive number M, such that for n > 2, 

1 

( a " - a ) (A ! + Z Z ' i 1 E L o 
< M 

when either (H I ) or (H2) is fulfilled. Thus if we define a sequence { .Bn }^^ 
by Bi = |7/| and 

Bn = M ^ Bni Bn2 ... Bnt, n = 2 ,3 , . . . , 
7ii + ...+rat=n; 

i=2,3,...,n 

then in view of (10) and the inequality (7), we have 

I bn\<Bn, n = l , 2 , . . . 

Now we define 
oo 

G(z) = YJBnzn. 
n=1 

Since G(0) = 0, there is a positive number ¿>i such that \G(z)\ < 1 for 
\z\ < 6i. Then 

oo oo 

G(z) = J ] Bnzn = \rj\z + Y , BnZn 

n=l n=2 
oo 

^ B n i B n 2 .. , B n ^ z n 

n—2 Tii H~. • t =n ; 
t=2,3,...,7i 

= M * + M ¿ J G ( z ) ] " = \v\z + 

71=2 

Hence 

G(z) = + M ) { 1 + l^±V/l-2(l + 2M)|r/|z+|r/|2z2|. 

But since G(0) = 0, only the negative sign of the square root is possible, so 
that 

G ( Z ) = 2(1 + M ) I 1 + " V l - 2 ( l + 2 M ) H z + M 2 z 2 | . 
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It follows that the power series G(z) = Bnzn converges for \z\ < 6 — 

min{<5i; + 2 M - 2y/M + M 2 ) } , which implies that (8) is also conver-

gent in a neighborhood of the origin. The proof is complete. 

Next, we consider the case when (H3) holds. 

LEMMA 3. Suppose (H3) holds. Furthermore, suppose |Ai| > E I ^ l + 
l) |Aj+i|. Then the equation (2) has an analytic solution ip(z) of the form 

(8) in a neighborhood of the origin such that y>(0) = 0 and <p'(0) = 1. 

P r o o f . As in the proof of Lemma 2, we seek a power series solution of the 
form (8). Then defining &i = 1, (10) again holds so that 

|6n| = 

< 

( a » _ a ) ( A i + E U 

7 : Ctbnibn2 ... bnt 

n i + . . .+nt=n; 
t=2,3,...,n 

l ^ - i K I A i l - E ^ + i ) ^ ! ) 

x £ » ni I |un2I•• • Jnt\ 

7ii + ...+nt=n; 
t=2,3,...,n 

for n = 2 ,3 , . . . . For convenience in writing, we put 

m—1 _ j 

N = ( \ \ i \ - ^ 2 ( i + i ) \ \ i + i \ y . 

i=1 

Therefore, in view of (7), the above inequality becomes 

I M < £ M M * n2| • • • |0„t I, n — I, o,. . . . 
' 1 n j + . . . + n t = n ; 

t=2,3,...,ra 

Let us now consider the function 

G { Z ) = 2(1 + A T ) ! 1 + Z ~ \ / l - 2 ( l + 2 N)z + z*}, 

which in view of the binomial series expansion can be written in the form 
oo 

G{z) = z + Y,Cnzn 
71=2 

for \z\ < 1 + 2N - 2VN + N2. Since G(0) = 0, there is a positive number 
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ai such that \G(z)\ < 1 for \z\ < cr1} and G(z) satisfies the equation 

r u - - , y [ g ( * ) ] 2 

g { z ) ~ z + n T ^ W Y 
By the method of undetermined coefficients, one can see that the coefficient 
sequence {Cn satisfies C\ — 1 and 

Cn = N ^^ Cni Cn2... Cnt, n = 2 , 3 , . . . 
ni + .. .+n t=n; 

Hence, we easily see that 

I I < Cn^n, Tl= 1 , 2 , . . . , 

where the sequence is defined in Lemma 1. Indeed, |6i| = 1 = Cidi . 
Assume by induction that the above inequality holds for n — 1 , 2 , . . . , / . Then 

Ifei+1| < ^ £ |fe«i I |feri2 I • • • |fe' Tit I 
n i + . . . + n t = i + l ; 

t = 2 , 3 , . . . , n 

N . 
— I | ^r / GnidniCn2dn2... Cntdnt 

t=2,3,...,n 

Cj+1 
< ;—-7 max {dni ...dnt} = C i + i d I + i , 

|Q: — 1| m+. . .+n ( =I+l ; 
0<m<. . .<n t , t>2 

as desired. 
Since G(z) converges in the open disc \z\ < a = min{cri;l + 2N — 

2y/N + N2}, there is a positive A such that 

Cn < An 

for n = 1 ,2 , . . . In view of this and Lemma 1, we finally see that 

|fen| < An(25S+1)n~1n-26, n= 1 , 2 , . . . , 
which shows that the series (8) converges for \z\ < (A25S+1)~1. The proof 
is complete. 

We now state and prove our main result in this note. 

THEOREM. Suppose the conditions of Lemma 2 or Lemma 3 are fulfilled. 
Then equation (1) has an analytic solution of the form (4) in a neighborhood 
of the origin, where <p(z) is an analytic solution of equation (2). 

P r o o f. In view of Lemma 2 and Lemma 3, we can find a sequence {fen}^Li 
such that the function (p(z) of the form (8) is an analytic solution of (2) in 
a neighborhood of the origin. Since < '̂(0) = 77 / 0, the function is 
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analytic in a neighborhood of the point <¿>(0) = 0. If we now define f(z) by 
means of (4), then 

= \i(p(a(p~1(z)) + \2<p(a2<p-1(z)) + . . . + Xmf(aTnip~1(z)) 

= FMvHz))) = F(z) 

as required. The proof is complete. 
We now show how to explicitly construct an analytic solution of an equa-

tion of the form (1) by means of an example. Consider the following equation 

(11) / ( / ( * ) ) - / ( * ) = F(z), 
oo zn 

where F(z) = ez — 1 = X)n=i fjT- Obviously, the equation 

z 2 - z - 1 = 0 

has two roots 
l-y/5 l + y/5 

= a 2 = 

and 0 < |ai| < 1, |o;21 > 1. For q i , by means of Lemma 2, the auxiliary 
equation 

( 1 2 ) ip{alz) - <p(aiz) = F(<p(z)) 

has an analytic solution <p(z) in a neighborhood of the origin such that 
p(0) = 0 and ^'(0) = v ± 0- Let 

n=l 

Inserting this series into (12) and comparing the coefficients, we get 

(13) ( a ? - a i ) « + a ! - l ) & n = n = 2 , 3 , . . . 
ni + ...+nt=n; 

t=2,3 n 
It is not difficult to calculate the coefficients bn by means of (13). Indeed 
the first few terms are as follows: 

b2= ~ 

bz = 

2! 4a i ' 
v" ' (0) (2a 1 + 3)7?3 

3! 3! • 6(3ax + 2) ' 

Next, recall from the proof of the above theorem that <p *(z) is analytic in 
a neighborhood of the point </?(()) = 0. Therefore, its derivatives at z = 0 
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can also be determined by 

„ - i w - 1 

<¿>'(<¿>-1(0)) ¥>'(0) r/' 

( u > - i v m = - = y ? / / ( o ) ( y ? ~ 1 ) / ( o ) = L _ 
w (v'&'Hm2 (<p 'm 2 2aiv' 

( v - T i o) 

{<^'"(¥>-1(o))[(¥>-1)'(o)]2 + ^ ( ^ - 1 ( o ) ) ( ^ - 1 ) " ( o ) } ^ ' ( ^ - 1 ( o ) ) ] 2 

+ 
[ p ' i t p - H m 4 

[y>'"(0)rT2 - ^ ' ( O ^ j r ? 2 - ^(0)7?-! • 2 • ^ " ( P ) ^ 1 

i i w 
8ax + 5 

etc. 
12(5ai + 3)77' 

Finally, we determine a solution f ( z ) of (11) by finding its derivatives at 
z — 0: 

f ( 0 ) = < p ( a l < p - 1 m = <p(a1-0) = 0, 
/ ' (0) = ¿ ( a n p - ^ O ) ) • a ^ Y i O ) = al¥>'(0)(¥>"1)(0) 

1 
= air) • - = a i , 

V 
f"( 0) = a2

¥>"(a l¥p-1(0))[(V>-1)'(0)]2 + « ^ ' ( a ^ " 1 ^ ) ) ^ - 1 ) " ^ ) 

= al<p"(0)r}-2 + a1^'(0)(¥>-1)"(0) = a 2 ^ - • r?"2 - a l V • J -

_ a i — 1 

/ '"(0) = < / ' W ' W ) • [ai(<p-1)'(0)]3 

+ ^ ' ( a ^ - ^ O ) ) • 2a 1 (p- 1 ) ' (0) • a ^ " 1 ) " ^ ) 
+ ¿ ' ( a r i p - ' i O ) ) a ( ^ 1 ) ' ( 0 ) • a i t e " 1 ) " ^ ) 
+ ^ ( a l ¥ >- 1 (0 ) ) - a 1 ( ^ - 1 ) " ' ( 0 ) 

_ 5ai + l 
~~ 12(3ai + 2)' 

Thus, the desired solution is 

etc. 

,/ x oc 1 — 1 2 5ai + 1 q 
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For ai2, by means of the same method we can obtain 

, , s , <*2 ~ 1 2 , - L 1 
f(z) = a2z + — - — + 

It is clear from the above procedure that with the help of commercial soft-
ware which is capable of doing exact differentiations, an arbitrary number 
of terms of the above series can be obtained. 
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