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^-FUNCTIONS OF N VARIABLES 

In this note, Young's inequality uv < tp(u) + <p*(v) , where <p and (p* are 
convex ^-functions complementary in the sense of Young, is generalized to 
the case when 9 is a function of N variables. Some inequalities given in [1] 
and [3] are extended to the case of ^-functions of N variables. 

Let N > 1 be a natural number and R+ = [0,00). Let be a real 
function on R+ denoted by 

<pui ui-!,ui+1 ,...,uN (Ui) = <fi(ui,. . . , Ui-!, Ui, Ui+1, . . . , U N ) , 

for fixed u\,.. . . . . , U N £ R+. 
(p is called a ^-function if it satisfies the following conditions: 
1. ¥ > ( 0 , . . . , 0 ) = 0, 
2. for every i € {1,. . . ,iV} and fixed t t i , . . . , . . . t h e func-

tion is non-decreasing, continuous and 

lim Pu, + ! «„(«;) = 00. 
UI—•OO 

Let us denote 

(1) <p*(ui,...,uN)= sup {uizi + ... + uNxN- <p(x!,...,xN)}. 
x i >0 

One can easily see that the function <p* is a convex function, i.e., it 
satisfies the condition (p*(Xu + (1 — A)t>) < A<p*(u) + (1 - \)<p*(v) for ev-
ery real A, 0 < A < 1, and arbitrary u = («1,. . . v = (vi,... ,VJV) 
from R+. It follows from convexity of <p* that it is continuous. Without 
difficulty one can show that the function <p* is a «¿»-function. For instance, 
we prove that for arbitrary fixed «1,. . . . . , u ^ > 0 we have 
l i m ^ o o <1,... ) l i j_1) l i i+1 „„(«<) = 00. 

In what follows let «1 , . . . , «¿+1,..., u/v > 0 and the real M > 0 be 
given. We choose arbitrary vi,..., Vj+i, . . . , v/v > 0 and we take V{ > 0 
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such t h a t 

u-LVX + ... + +ui+1vi+i + ... + uNvN < <p(vi,...,vN). 

Let us denote 

m = [M + <fi(vi, . . ., Vyv) - (« l t> l + - . . + + Uj+iVj+l +.. , + uNvN)] —. 
Vj 

T h e n for U{ > m we get 

<Pu1,...,Ui-l,Ui + 1,...,UN ( u i ) 

— <Pu1,...,ui.1,ui+1 u N ( m ) 

= sup {u\Xi + . . . + Ui-iXi-i + mXi 

Xl >0 

+ Ui+lXi+1 + ... + UNXN - <p(xi,..., XN)} 

> uxvi + ... + Uj-xUj-x + mvi + Uj+iVj+1 + ... 

+ uNvN -<p(vi,...,vN) = M. 

F r o m ( 1 ) it follows t h e Y o u n g ' s inequality 

u-ivi + ... + uNvN < <p(uu.. .,uN) + <£>*(i>i,. ..,vN) 
which is t r u e for a r b i t r a r y U i , . . . , U N , . . . , vjv > 0. 

F o r a (^-function (p let us denote ipi(u{) = ip(0,..., 0 , U{, 0 , . . . , 0 ) . A s s u m e 
t h a t for i = 1 , . . . , N the functions (pi have derivatives </?• continuous, s tr ic t ly 
increasing a n d such t h a t <¿>'¿(0) = 0 and l i m ^ - n » = oo. Le t p* denote 
t h e inverse functions t o ip\. B e c a u s e t h e functions 

Ui Ui 

<Pi(ui) = \ (p'{(t) dt and \ p*{t)dt 
o o 

are complementary in the sense of Young, then from [4] (Theorem 13.6) it 
follows 

Ui 

\ p*(t) dt = sup {uiXi - ipi(xi)} 
5 *<>o 

= s u p [ sup {uiXi - <¿>(0,.. . , 0 , £ ¿ , 0 , . . . , 0 ) 

+ <¿>(0, . . . , 0 , XU 0 , . . . , 0 ) - <p(xi, . . ., X t f ) } ] 

= sup { 0 • x i + . . . + 0 • Xi-i 

+ UiXi + 0 • + . . . + 0 • xN - ( p ( x i , x N ) } 
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T h e r e f o r e for e v e r y i = 1 , . . . , N w e h a v e 
U; 

<p*(0,.. . , 0 , ttj, 0 , . . . , 0 ) = \ p t ( t ) d t . 
o 

F r o m ( 1 ) it f o l l o w s t h a t 

<p(ui,.. . , u N ) > s u p {uixi + . . . + UNXN - ip*(xi,...,xN)}. 
XI,...,XN>0 

W e wi l l s h o w t h a t 

( 2 ) ip(u i , . . . , « j v ) = s u p { w i x i + . . . + uNxN-<p*(xi,...,xN)}. 
XI,...,XN>0 

For t h i s l e t u s s u p p o s e , t h a t t h e r e e x i s t u i , . . . , u ^ > 0 s u c h t h a t 

( 3 ) y > ( « i , . . . , « j v ) > s u p {uixi + . . . + u N x N - <p*(xi,...,xN)}. 
XI,...,XN>0 

S i n c e t h e f u n c t i o n s p* are i n c r e a s i n g a n d l i m ^ o o p * ^ ) = oo , i = 1 , . . . , N , 
s o f o r g i v e n u \ , . . . , u ^ > 0 t h e r e e x i s t j f a , . . . , yjv > 0 s u c h t h a t w e h a v e 
y> 

\ [«! + . . . + uN - Pi(t)]dt < 0 a n d ux + .. . + u N - p * ( t ) < 0,i = 1 , . . . , i V , 
0 

f o r t > yi. L e t R = y/N m a x { t / i , . . . , VN}- W e sha l l p r o v e t h a t for a r b i t r a r y 
x i , . . . , XN s a t i s f y i n g x\ + . . . + x2

N > R2 w e h a v e 

/ ( » i , . . . , X j v ) = UiXi + . . . + U f f X N - <fi*(xi, . . . , X f f ) < 0 . 

In w h a t f o l l o w s l e t b e XQ = m a x { x i , . . T h e n XQ = XI for a n y Xj, 
1 = 1 , . . . , N , a n d x,- > > yi. H e n c e 

/ ( » i , . . . , x N ) = uixi + . . . + UNXN - <p*(x i> • --I^N) 

< UiXi + . . . + uNXi - v ? * ( 0 , . . . , 0 , Xi, 0 , . . . , 0 ) 
XI 

= J [ m + . . . + uN - p ? ( i ) ] dt 
o 
Vi Xi 

= j [«! + . . . + «AT - p j ( < ) ] dt + \ [t»i + • • • + UN - p i ( i ) ] dt 
O yi 

< 0 . 

T h e r e f o r e f o r e v e r y x \ , . . . , XN s a t i s f y i n g x2 + . . . + x2
N > R2 t h e f u n c t i o n 

/ i s n e g a t i v e , w h a t i m p l i e s t h a t / c a n b e n o n n e g a t i v e o n l y i n t h e c o m p a c t 
s e t { ( x i , . . . , XN) € R+ : x\ + . . . + x2

N < R2}. S i n c e ip* is c o n t i n u o u s , a l s o 
t h e f u n c t i o n 

f ( x i , . . .,Xjv) = UIXI + • • • + UN^N ~ V?*(a:i»• ••I^N) 
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is continuous. Therefore, there exist v i , . . . , v?f > 0 such that 

sup { f ( x X N ) } = UiVi + . . . + uNvN - <fi*( Vi,...,VN). 
xi,...,XN >0 

From this and (3) we get 

(p(u I , . . . , « JV)> sup {uixi + . . . + uNxN - (p*(xi,.. .,xN)} 

which gives a contradiction. 

The (^-functions <p and <p* satisfying (1) and (2) are called complementary 
in the sense of Young, analogously to (^-functions of one and two variables. 

E X A M P L E 1. Let <p(ui,.. .,un) = + ... + up
N), with p > 1. Then 

E X A M P L E 2. Let <p{u\,.. .,un) = + . . . + v?N)%, with p> 1. Then 

T H E O R E M 1. Let (p denote a (p-function of class C1. If for every i G 

{ l , . . . , i V } and fixed u\,..., «¿_i, «¿+i, . . •, MJV £ R+ the function 
1, ui+i,...,iijV(ii«) is convex, then 

N 
^uidi<f(uI,...,UJV) < N<p(2u1,...,2uN), 

(di<p denotes partial derivative of ip with respect to U{). 

P r o o f . For every i G {1,. . .,N} and for fixed u\,...,«i_i,u»+i, • • •, WAT 
G R+ the function di<p(ui,...,UN) is non-decreasing with respect to Ui 
because the function <pUl,...,ui-1,ui+1,...,uti('U'i) is convex. We can calculate 

(p*(ui,..., uN) = - ( u j + . . . + uq
N) with - + - = 1. 

1 

N 

N 2ui 

i=1 u, 
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N 2ui 

t = l o 
N 

t = l 

< N(p(2ui,.. .,2un). 

THEOREM 2. Let ip denote a <p-function of class C2 such that the differ-
ential of second order d2ip is nonnegative. Let for every « i , . . . , «¿-i, «¿+1, • • • 
.. .,un € R+ the function Vui ,...,«<_! ,ui+1,...,uw(«t) be convex and let <¿>[(0) 
0 for every i € { 1 , . . . , i V } . Then for every differentiate functions / i , • • •, //v 
from R into R we have 

jtv(\h(t)\,..I/mod < • . . M m + N v r n m i . ..,2\fNm-

P r o o f . Us ing T a y l o r ' s f o r m u l a a n d t h e a s s u m p t i o n d2(p> 0 , we get 

N 
= <p(u 1,..., uN) + ^ di<p(u 1 , . . . , u N ) ( x i - Ui) 

1=1 
^ N N 

+ 2 E E ^ 1 ' - ' ^ -Ui)(xj -Uj) 
t = i j = i 

N 

t = i 

H e n c e < y s ( x 1 , . . . , a ; j v ) - ^ ^ . 1 5 t ^ ( u i , . . . , U A r ) ( a ; i - u t ) > 0 . Us ing T h e o r e m 1, 
we get 

N 

^diipiui^.^u^Xi - ip(xi,...,xN) 
t = i 

N 

< ^/dnp{u-i,...,uN)xi - <p(x!,...,xN) 
i= 1 

N 
+ (p(x i , . . . , xN) - . . . , uN)(xi - «,•)] 

N 

i=i 
< Nip(2ui,.. .,2uN). 
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From this 

<p*{d\<p{ux,..., uN),..., dN<p(ui,..., uN)) 
N 

= sup {Y^di<p(ui,...,uN)xi - <p(xi,...,xN)} < N<P(2UI,...,2UN). 
xi,...,XN>0 J=1 

We can extend the domain of ^-function <p taking ( p f a u i , . . .,enuw) = 
<p(ui,..., um), where £{ = ±1. From the Young inequality it follows 

¿9(1/1(01 . - . I/N(0I) 

= (*),•••> M O ) 

= E W i w / * ) 
¿=1 

+ ^ ( ¿ M L M O I , • • •, IM0I ) , • • •, ¿W( l/ i (0 l , • • • > I M O I)) 
< (01, • • •, I M 0 I ) + *v(2|/i(0l. • • •, 2IM0I)-

In the sequel let us take the notation 

A = {a = ( a i , . . - , a n ) : a^ = 0 or a j = 1; i = 1 , . . .,n}. 

The inequality |i| > |s| for f = (<i, . . . , t n ) and s = ( s i , . . . , s„) means that 
M > |s, | for i = 1 , . . . , n. For given r > 0 we denote the sets 

Jfc = {tk •• Sk < tk < Sk + r if sk > 0; sk - r < tk < sk if sk < 0}, 
C(s, r ) = J i x J2 X ... X Jn. 

THEOREM 3 . Let the <p-function <p satisfy the assumption of Theorem 2 

and let Q be an open set in Rn such that for any r > 0 and every s € ft at 
least one set C(s, r) is included in ft. If functions f i , . . . , fy : ft —> R have 
continuous derivatives Dafi i = 1 , . . . , N for a 6 A, then for every s £ ft 
we have 

a€A ^ T' n 

Proof . The proof runs analogously as that of Theorem 3 from [1]. 



¡p-functions of N variables 393 

T H E O R E M 4 . Let the ^p-function <p satisfies the assumption of Theorem 2 . 

If functions / I , • • •, /AT : Rn —• R have continuous derivatives Dafi,i = 
1,..., N a € A, then for every s € Rn the inequality 

vi\M*)U-AfNi»)\) 

< Y , N n ~ W S <p(2n-^\Daf1(t)\,...,2n~W\DafN(t)\)dt 
a€A | s |< | t | 

holds. 
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