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RATE OF CONVERGENCE 
OF MODIFIED BASKAKOV OPERATORS 

1. Introduction 
Modified Baskakov operator [4] is defined as ? 

OO oo ¡̂¡f! 
£„(/,*) = ( n - J pn,k(t)f(t)dt, x G [0, oo) 

k=0 0 

where pn,k(x) = + *)— 
Gupta and Agrawal [2] estimated the rate of convergence of modified 

Szasz-Mirakyan operators for functions of bounded variation. Sahai and 
Prasad [3] gave correct and improved estimate for modified Szasz opera-
tors for functions of bounded variation. In the present paper, we study the 
analogous problem for modified Baskakov operators Bn(f,x) for functions 
of bounded variation, using some results of probability theory considering 
the functions bounded on [0,oo). 

2. Auxiliary results 
To prove the main theorem, we shall need the following results: 

L E M M A 1 [5]. / / { £ , } , i — 1 , 2 , . . . are independent random variables with 
same geometric distribution 

P{di = k}= f - ^ - ) * > 0 ; ¿ = 0 , 1 , . . . 
\ 1 + X / 1 T £ 

then E(tt) = x, p2 = E(£i - E(fc))2 = x(l + x) and Vn = is a 
random variable with distribution 
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L E M M A 2 . If y is a positive valued random variable with a non-degenerate 
probability distribution, then we have by Schwarz's inequality E(y3) < 
(E(y2). E{y*))1/2 provided E(y2), E(y3) and E(y4) < oo. 

L E M M A 3 . For every k 6 N, x € ( 0 , oo), we have 

m n t r t < 2 { l + 9x( l + * ) } 1 / 2 + l 
(2) P-fc(X) - 2^nx(l -f x) " 

P r o o f . By (1) we have 

pn , f c(x) = P(7,n = k) = P(k - 1 < rjn < k) 

_ p i k - 1 — nx T)n - nx ^ k - nx \ 
\ yjnx{\ + x) y/nx(l + x) ~ y/nx(l + x)J' 

Using Berry Esseen theorem [1] with ax = x and b\ = y/x(\ + x) (from 
Lemma 1), we have 

( 3 ) 

V^Tu+T) 
2 ( 0 . 4 0 9 ) P 3 P(rìn = k)--^= f e~'2/2dt 

\/ni(l+i) 

We now calculate p3. By an easy computation, we can show that 
00 / \ k 1 

TO{X) = y I ) _ J _ = 1, 

°° / \ k 1 

00 / . 

OO , V fc ^ 

W ^ E ^ 3 ^ ) r T 7 = x[l + 6 , ( l + x)], 

OO • v fc 1 

TA(X) = Y^K*L ) = x[l + 14« + 36x2 + 24x3]. 
\1 + x) 1 + x 

( 4 ) 

k—0 
•vOO Also, if Mr(x) = Ys'kLo(k ~ z ) r (T+l)* fT+iy s t a n d s for the central moment 

of order r about the mean Ti(x) , i.e. x, it is easily checked 
2 

= £ ( ^ ( - l ^ - ^ x K T ^ x ) ) ^ = x( l + x) 
A r = 0 

and 
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M<(*) = E ( ^ ( - i V T i - i i x K T ^ » ) ) ' 
j=o 

= x(l + 10x + 18x2 + 9x3), using (2.4). 

Next, in view of Lemma 2, we have 

p3 < ( M 2 ( X ) • M 4 (x)) 1 / 2 < x(l + ®){1 + 9x(l + x ) Y ' \ 

So the right hand side of (3) is less than ^ ( 9 + - T j i ^ ) 1 / 2 as 0.818 < 1 and 
k-nx 

4 = f e d t < /
 1 < , 1 

\/2tt y/2irnx(l + x) 2 0 1 1 ( 1 + x) 
x/nifl+i) 

Hence 
, . p , M ^ 2{1 + 9x(l + a:)}1/2 + 1 Pn,fc(s) = P(Vn = *) < . • 

2y/nx{\ + x) 

Lemma 4. For x = (0, OO), we have 

CO fc ( n - 1 ) J pnik(t)dt = ^ 2 p n - 1 J ( x ) . 
x j=0 

Lemma 5 [4]. Let the m-th order moment be defined as 
oo oo 

T n i m (z ) = ( n - l ) 5 > n , f c ( x ) / p n , f c (<)(<- i ) m r f i . 
fc=0 0 

Then 

T - 1 ( X ) - I T T ' n > 2 ' T n ^ X ) ~ ( n - 2 ) ( » - 3 ) ' 71 > 3 

and there holds the recurrence relation 

(5) ( n - m - 2 )T n , m + 1 (x) = x(l + x)(T<^(x) + 2mTn ,m_1(x)) 

+ (m + l)(l + 2x)rn,m(x), n>m + 2. 
R e m a r k . In particular, we have 

,6) ± 5 ) . 
n 

Also, for all x G [0,oo), (5) leads us to Tn ,m(x) = 0 (n _ f ( m + 1 ) / 2 ' ) , where [a] 
denotes the integral part of a . 

L e m m a 6 . Let Kn(x,t) = ( n - l ) £ £ 0 i , » . * ( a : ) i » n . * ( 0 - / o r 

ciently large n 

( i ) F o r 0 < y < x , we have J*Kn(x,t)dt < 
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(ii) For x < z < oo, we have /2°° Kn(x,t)dt < „^l**j. 

The proof of this lemma follows easily by using (6) from Lemma 5 along 
the lines of [3]. 

L E M M A 7. For k > 0 and sufficiently large n, we have 

k k 

j=0 j=0 

P r o o f . We have 
k k 

2 { 1 + 9 X ( 1 + I)} 1/ 2 + X 

2y/nx(l+z) 

i=o j=o 
(j-nx 

j = 0 - o o 

( i - i n - l j r j / ^ n - l j x i l + x ) 

J + 
N/27T 

( j - ( n - l ) r ) / > / ( n - l ) r ( l + r ) fc 

I e - f dt-^Pn-lAx) 
v/2tt 

( j - n r ) / v / n x ( l + r ) j=0 

)/y/nx( l + x) 

^ l E P n » - ^ I 
j = 0 Y - o o 

+ 

+ 

< 

< 

it ( j - ( » - l ) i ) / v / ( n - l W l + i ) 

j = 0 - o o 

l 
e"'2/2 dt 

(j-(n-l)x)/y/(n-l)x(l+x) 

I 
(j — nx 

20MO9) I ) l / 2 x 

2 { l + 9x( l + x ) } l / 2 + x 
2y/nx(l+x) 



Modified Baskakov operators 343 

3. Main Theorem 
In this section, we shall state and prove the main result. 

T H E O R E M . Let f be a function of bounded variation on every finite subin-
terval o/[0, oo) and let V£(gx) be the total variation of gx on [a, 6]. Then for 
sufficiently large n, we have 

BnV, X) + ) + /(*-)} 

< (4 + 5x) yx+x/Vk 
¿—i X — l 
fc=l 

+ 

nx '—' x-x/^sx) 

6[1 + 9x(l + x)]1/2 + (2x + 1)1 
4y/nx(l + x) 

where, for any fixed x € (0, oo), we define gx as 

9x(t) = 
I M -

o, 
IM -

- f(x-(-), X <t < oo 
t = X 

/ ( * - ) , o < t < X. 

P r o o f . We have 
1 

* » ( / , * ) - 2 { / ( * + ) + / ( * - ) > 

< |Bn(gx, x)| + ¿ | / ( x + ) - f(x-)| • |2?„(Sign(i - x), x)|. 

In order to obtain the result, we need the estimate for Bn(gx,x) and 
fl„(Sign(*-x),x). Now, 

oo 
5 n ( S i g n ( i - x ) , x ) = J Sign(i - x)Kn(x, dt 

o 
and 

OO X 

f Kn(x, t)dt- J Kn(x, t) dt = An(x) - Bn(x), say. 
x 0 

Using Lemma 4, we have 
OO OO OO 

¿ n ( x ) = / Kn(x,t)dt = (n-1)Y/Pn>k(x) JpnAVdt 
X 

oo 
k=0 

= S P n . J f c i x i ^ P n - l j i x ) . 
fc=0 j=0 
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Next, using Lemma 7, we have 
oo k 

(7 ) A n ( x ) - ^ 2 p n , k ( X ) ^ 2 P n A X ) 
k=0 j=0 

oo k k 

= I ^2pn,k{x)('^2prl-i,j(x) -
k=0 j=0 j=0 

2 { 1 + 9x (1 + I ) } 1 / 2 + X 

2^/711(1 + x) 

Let 
oo fc 

5 = 

k=0 7=0 

= PnfiPn,0 + Pn,l(Pn,0 + Pn,l)+ ••.+Pn,k(Pnfi + Pn<l+ ...+Pn,k)+ . . . 

Since 
1 = (¿>n,0 + Pn.l + Pn,2 + . • .)(P„,0 + P„,l + ^n.2 + • • •) 

= Pnfi{Pnfi + Pn,l + • • • ) + Pn,l(Pn,0 + P„,i + . . . ) + . . . 

We have 

1 - 5 = Pn,o{Pn,l +•••) + Pn,l{Pn,2 + ...) + . . . 
and 

00 

2 5 — 1 = P^fl + Pn,\ + • • • = ^ Pn,k(x)-
k=0 

Using Lemma 3, we obtain 

( 8 ) r <• + * ' + m i + . » ' / » 
4 ynx{\ + i ) 

By (7 ) and (8 ) it follows that 

w _ ( ( j | s 6 ) 1 + 9 * ( 1 + , ) } ' / » + ( 2 * - H ) 

Ayjnx{\ + x) 
Now as 

An{x) + Bn(x) = J Kn(x,t)dt = 1, 
o 

( 9 , M „ ( x ) - * . ( , ) | = - I| < + + 
2 v / n x ( l -f x) 

Next, to estimate Bn(gx, x), we decompose [0, oo) into three parts as follows: 

/i = [0,a; - x 'y/n\, h = [1 - x '\/n, x + x 'y/n\, I3 = [x + x 'yjn, 00), 
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oo 
Bn(gx,x) = J gx(t)Kn(x,t)dt 

o 

= ( / + / + j)gx{t)Kn(x,t)dt = Rl + R2 + R3, say . 
h h h 

Suppose An(x,i) = Jo Kn(x,u)dt. We first estimate R\. Let y = x — x 'y/n. 
Using partial integration we have 

y y 
Ri= f gx(t)Kn(x,t)dt = f gx(t)dt(\n(x,t)) 

0 0 y 

= 9x(y+)K(x,y) - J \n(x,t)dt{gx(t)). 
0 

Since |<7x(j/+)| = M l H " ) - 9x{x)\ < Vx+{gx), then by using Lemma 7, 
we have 

Iflil < V^(gs)Xn(xty) + / An(x,t)dt(-Vt
x(gx)) 

o 

, 2 x ( l + x) 2x(l + x) } 1 , / x t v. 

Integrating by parts leads to the following 

where Vx is the normalized form of Vx(gx) and VX(GX) = Vx(gx). Conse-
quently, we have 

2x(lc + x) 

2x(l + x) 
n 

2x(l + x) 
n 

"-*?+(*) V0
x{gx) f Vt

x(gx) 

. ( x - y)2 x2 * J ( x - 0 3 . 

+ W t d i 1 
x2 J ( x - t ) 3 

dt 

Replacing the variable y in the last integral by x — x ' y / n , we get 

1 J ^ ^ u z I F = ¿ 2 / v : . x / ^ ) d t < 
0 { ' 1 fc=l 

Therefore. 
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( 1 0 ) | Ä i | < 
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2z( l + l ) 

< 4( l + i ) 
nx 

1 k=l 

k= 1 
We, next estimate i?2- For x 6 h, we have 

\9x(t)\ = \9x{t) - gx(x)\ < Vx
x+x

xl£(g(x). 

Since J"6 dtXn(x,t) < 1 for all (a,b) C [0,oo] therefore, 

(id î i < K-:'^) < \ ± 
k=0 

The estimate of i?3 is similar as that of By using Lemma 7, we have 

( 1 2 ) | * 3 | nx ' 
Combining (9) to (12), we get the required result. 

R e m a r k . Exactly similarly as in [3], we can show that the estimate in 
our main theorem is essentially the best asymptotically. 
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