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A NEW CONDITIONAL SPECIFICATION 
OF THE BIVARIATE POISSON 

CONDITIONALS DISTRIBUTION 

1. Introduction 
Problems of identification of a bivariate distribution of a random vector 

(X, Y) in terms of the conditional distribution Y\X and the conditional 
mean E(X\Y) have been intensively studied recently. A new strong sty-
mulus in this direction has been given in Arnold et al. [3] recently. Such 
a method of specification of bivariate measures goes back to Korwar [7], 
where binomial and Pascal conditional distributions together with a con-
ditional expectation of the form m(y) = E(X\Y = y) = ay + b, for some 
real constants a, b, were considered. The uniqueness problem for binomial 
type, Pascal type and Poisson type conditional distributions and an arbi-
trary consistent function m was investigated in Cacoullos and Papageorgiou 
[5], while the same question for the hypergeometric and negative hyper-
geometric conditional laws was studied in Papageorgiou [10]. Kyriakoussis 
[8] obtained a result on unique determination of a bivariate distribution 
assuming that the conditional Y\X = x is an x-fold convolution of an ar-
bitrary discrete measure and m is a polynomial (discussed also in Johnson 
and Kotz [6]). Logarithmic series distributions are characterized in Kyr-
iakoussis and Papageorgiou [9] by binomial conditional distribution and 
m(0) = b, m(y) = ay, y = 1 , 2 , . . . and by a Pascal conditional distribu-
tion and m(y) = r r j - More recent contributions in this theme 
are: Arnold et al. [3] uniqueness result for an exponential conditional distri-
bution and a consistent m, Wesolowski [11] involving a Pareto conditional, 
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Ahsanullah and Wesolowski [1] character izat ion of the bivariate normal i ty 
by the normal conditional distr ibution and the linear m, Wesolowski [1*2] 
uniqueness theorems for power series conditional distribution and a con-
sistent m. 

In this note we give new contr ibut ions to this kind of conditional spec-
ification taking into account a Poisson conditional law. Then a power re-
gression function implies a bivariate Poisson conditionals distr ibution while 
a constant regression yields independence. 

2. Characterization 
Arnold and Strauss [4] obtained a general result on the form of a bivari-

a te measure with conditionals in exponent ial families. As a furol lary they 
observed t ha t the only bivariate law with both conditional dis tr ibut ions 
Poisson has a probability function 

\x\y\xy 
(1) P(X = x,Y = y) = k(\u\2,\3) 1 . 2 . 3 , ® , y e { 0 , l , . . . } = N, 

x\y\ 

where Aj > 0, > 0, 0 < A3 < 1 and fc(Aj,A2,A3) > 0 are constants . This 
is the bivariate Poisson conditionals dis t r ibut ion. The conditional y |A" is 
Poisson with parameter A2A* and X\Y is Poisson with parameter AjA^. 
Consequently 

(2) E(X\Y) = AjA] . 

The details are given also in Arnold et al. [2], Ch. 4.4.9. 
In this section first we show tha t to characterize the bivariate Poisson 

conditionals distr ibution the Poisson conditional Y\X and the conditional 
expectat ion of X given Y of the above forms are sufficient. Next a constant 
conditional mean will be considered. 

T H E O R E M 1. Assume that ( X , Y ) is a random vector with supp(A') = 
supp(Y) = N. If for any x e N 

(3) Y\X = x ~ Poisson{A2AJ) 

and E(X\Y) is given by (2), where A! > 0, A2 > 0 and 0 < A3 < 1 are some 
constants then (A',y) has a bivariate Poisson conditionals distribution with 
a probability function (1). 

Other regressional characterizat ions of the bivariate Poisson condition-
als law are given in Wesolowski [12] where (3) together with one of regres-
sions 

£ ( A 3
± x | y ) = exp[A 1 A 3

y ' (A 3
± 1 - l ) ] 
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was considered. The result was a consequence of a general uniqueness the-
orem involving power series distributions. The proofs were based on di-
rect expressions for the conditional moments and we do not know how to 
adapt them to the present situation. Instead we apply the moment gen-
erating function of the r.v. Y. Let us point out that till now no general 
method for identifying a bivariate distribution by a conditional and a re-
gression function has been discovered. A trial of more universal approach 
presented in Arnold et al. [3] revealed some fundamental difficulties in this 
area. 

P r o o f . Observe that (3) implies for any real s 

E(sy\X) = e x P ( - A 2 A * ) ¿ Í ^ M í l ! = exp[A2A*(s - 1)]. 
y=0 V' 

Consequently /•'.'( ,sv |.Y) is finite, hence sY is integrable, for any s < 1. Thus 
again l iy (3) 

i:[sy ) , E(exp[A2A3v(s - 1)]), a < 1. 

By (2) and (3) A's> , s < 1, is also integrable. Hence (2) implies 

/•(A'-' - A,£[ (A 33) y ] , 5 < 1. 

The last three equations yield 

£(A 'exp [A 2 A*( 5 - 1)]) = A x ^ e x p ^ A * ^ - 1)]) 

for any s < 1. Put in the last equation H(x) = e x p ( - A 2 A 3 ) i ! P ( A = x), 
x G N. Then 

f > e x p ( A 2 A 3 * S ) ^ = A l ¿ e x p í A . A ^ 1 , ) ^ , , < 0 
r=0 ' x=0 

implies 

(4) f^exp[(\2\3s)\*3}H{x + l ) = X, ¿ e x p [ ( A 2 A 3 5 ) A 3 * ] ^ , , < 0. 
x=0 ' x=0 

Consider now new r.v's U and V with distributions 

P(U = A J ) = kH(x + l)/x\, 

P(V = \$) = k\1H(x)/x\, 

x e N. Then by (4) for any z>0 

E[exv{-zU)) = £ [ exp ( - *K) ] . 
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Consequently for all x 6 N 

H{x + 1) = XiH(x) 

and hence 

H(x) = Aftf(O). 

Finally by the definition of H 

P(X = x) = c ( A 1 , A 2 , A 3 ) e x p ( A 2 A f ) 4 
i ! 

for any x € N and some constant c(Ai,A2,A3) > 0. • 

Now we show that under (3) constancy of regression of X given Y im-
plies independence of A' and Y. Consequently Y is a Poisson r.v. with the 
parameter A2 and X is optional (integrable). 

P R O P O S I T I O N 1. Assume that (X, V) is a random vector with supp(X) = 
supp (Y) = N. If for all I J G N the condition (3) holds and 

(5) E(X\Y) = c, 

where A2 > 0, 0 < A3 < 1 and c > 0 are some constants then A3 = 1 and 
consequently r.v's X and Y are independent. 

P r o o f . Similarly as in the proof of Theorem 1 by (5) we obtain an 
analogue of (4) 

¿ e x p [ A 3 ( A 2 5 ) A J ] ^ - t H = c f > x p [ ( A 2 S ) A 3 * ] ^ , a < 0. 
x=0 x—0 

Hence the r.v. A3U and V, where U,V are defined above, have the same 
distribution. Consequently we should have supp(A3t/) =supp(V). But this 
is possible only in the case A3 = 1. • 

Finally let us point out that a uniqueness problem i.e. unique determi-
nation of the joint distribution by (3) and any consistent regression function 
(not only of power type) remains still open. 
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