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1. Introduction 
In this paper the conditions for the bounds of solution for a system of 

linear Volterra integral equations are presented. We use certain new variants 
of the Volterra inequalites. 

Consider the following system of linear integral equations of the Volterra 
type 

m x 

(1) Ui(x) = fi(x) + J2 f kij(x, t)uj(t) dt, i = 1,2,..., m, 
j=i o 

where /,-, i = 1,2,... ,m, kij, i,j = 1,2,...,m, are continuous functions in 
I =: {x : 0 < x < oo} and D =: {(x, t): 0 < t < x < oo}, respectively. 

It is clear that from (1) we get 
X (2) u(x)<f(x) + f k(x, t)u(t)dt, 

o 

where 
m m 

/ (*) = £ l/i(*)l > 0, u(x) = M * ) l > 0, 
t=l i - 1 

m 

From the theory of linear Volterra integral equations it is well known 
that 

X (3) u(x)<f(x) + J R(x,t)f(t)dt, 
0 
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oo 
where R(x,t) = ^ kn(x,t) is the resolvent kernel, 

n = 0 

x 

kn(x,t) = J k(x,s)kn^i(s,t)ds, n = 1,2,..., k0(x, t) = k(x,t). 
t 

2. Various cases 

I . If k(x,t) = 6(f ) > 0, then R(x,t) = 6(f) e x p [ / * b(s)ds] (see [2]) and 
( 3 ) can be written in the form 

X X 

(4) u{x) < f(x) + J b(t)f(t) exp [ f b(s)ds dt. 

Introducing the notation F(x) = sup{/(f) : 0 < t < x}, we obtain from 

(4) 
X X 

(4') u(x) < f(x) + F(x) f b(t) exp [ J b(s) dsj dt = 
o t 

x 

= / ( x ) + J F ( x ) { e x p [ J 6 ( ¿ ) d í ] - l } . 
o 

T h e o r e m 1. If the functions fi, i = 1 , 2 , . . . , m and kij, i,j = 1 , 2 , . . . , m , 
are continuous functions in I and D, respectively, and if 

m 
(i) Y ] max \kij(x,t)\ < b(t) in D, 

*—J l< j<m ¿=1 
m 

(ü) = / ( * ) i n / ' 
t=i 

then the following inequality 
771 X 

( 5 ) ^ K - ^ / W + ^ l e x p f / 6 ( t ) d t ] - l } 
¿=1 o 

holds, where { « ¡ ( x ) } , i = 1 , 2 , . . . , m, is a solution of the system ( 1 ) . 
Moreover, if f is bounded in I and b is bounded and integrable in I, then 

the solution { « ¿ ( x ) } , i = 1 , 2 , . . . , m of the system (1) is bounded as x —> oo. 

R e m a r k 1. If / is nondecreasing in I , then F ( x ) = / ( x ) and we obtain 
m x 

£ | U i ( x ) | < / ( x ) e x p [ J b(t)dt 
i=1 
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COROLLARY 1. The estimate ( 5 ) in Theorem 1 holds, if 

Kx, t) = V], max \kij(x, i)| 
' ' l < t<m ' l<j<m 1=1 

¿5 nonincreasing with respect to variable x or k(x,t) < k(t,t) for x > t. 
Then b(t) = k(t,t). 

II. In the case of k(x, t) = a(x)b(t), a(x) > 0 and b(t) > 0, the inequality 
(2) leads to 

X 

(6) u (x) < f ( x ) + a ( i ) f b(t)u(t) dt 
o 

or, equivalently, to 
X 

(6') t>(x) < g(x) + a{x) J a(t)b(t)v(t) dt, 
o 

where 

a(x) a ( x ) 
Using the inequality (4'), we obtain the following estimate 

X 

v{x) < ff(x) + G(a ; ){exp [ J a(t)b(t)dt - l j , 
o 

where 
G(x) = sup g(t). 

o <t<x 
Hence 

X 

(7) u(x) < f ( x ) + a (x )G(a ; ){exp [ J a(t)b(t)dt] - l } =: p(x). 
o 

If g is nonincreasing, then G(x) = g(x), and we get an inequality of the 
Gronwall type 

(7') u(x) < / (x)exp [ j a(t)b(t) dt . 
o 

Introduce now the notation 

(8) h(x) = max{/(a;),a(x)}. i t / 
Then we can rewrite inequality (6) in the form 

X 

(9) u(x) < h(x) + h(x) fb(t)u(t)dt, 



948 L. H%cia, L. Kaczmarek 

or 

(10) w ( x ) < l + j b(t)h(t)w(t) dt. 
o 

Using the classical Gronwall inequality, we get 

r x 

(11) u(x) < h(x) exp J b(t)h(t) dt =: q(x) 

or 

r x 

(11') w(x) < exp j* b(t)h(t) dt 
o 

where w(x) = h(x) > 0. In this way the following theorem is proved. 

T H E O R E M 2. Let kij, i,j = 1,2 , . . . , m and fi, i = 1,2, . . . , m be conti-
nous functions in D and I, respectively, and 

(i) Y m a x \kij(x,t)\ = a(x)b(t), a(x) > 0, b(t) > 0, 
^—' l<j<m » = 1 

m 
Oi) E 1 / ^ ) 1 = /(*)• 

¿=i 
Then a solution {u,(a:)} i = 1,2 , . . . , m , of the system (1) is estimated by 

m 

E M * ) ! - ^ m ® ) » ^ ® ) } » 
i=l 

where p{x) and g(x) are right hand sides of inequalities (7) and (11), respec-
tively. 

Moreover, if the conditions 

lim fix) < oo, lim a ( i ) sup < oo, X-HX) X-KX) 0<t<X K ' 
(A) , 

lim / a(t)b(t)dt < oo, m—•oo J x—+oo 
0 

or 

(B) lim h(x) < oo, lim f b(t)h(t)dt < oo x—>oo x—*oo J 0 
are satisfied, then the solution {«¿(x)}, i = 1 ,2 , . . . , m, of the system (1) is 
bounded as x —> oo. 
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R e m a r k 2.( If 
(*) a(x) = f(x), then p(x) = q(x) and the conditions (A) and (B) reduce to 

X 
lim aix) < oo and lim I a(t)b(t)dt < oo, X —KX> X—*<X> J 0 

respectively, 
(**) a(x) < f{x), then for lim a(x) ^ 0 the conditions (A) and (B) lead to X—> oo 

X 
(A*) lim fix) < oo, lim [ a(t)b(t)dt < oo 

x—*oo X—+00 J 0 
and 

X 
(B*) lim fix) < oo, lim f f(t)b(t)dt < oo, 

x—»oo x—*oo J 0 
respectively, and (B*) => (A*); 
(***) a(x) > f(x), then (B) (A). 

The case (***) was considered by Butlewski in [1]. Our results are better, 
because the condition (A) is sufficient for the bounds of solutions of the 
system (1) at infinity. 

R e m a r k 3. If ^ is nondecreasing in / , then the condition (A) leads to 
(.A•). 

COROLLARY 2 . If k is nonincreasing with respect to t or k(x,t) < k(x,x) 
for t < x and assumptions of Theorem 2 are satisfied, then we get the result 
with a(x) = k(x,x), b(t) = 1. 

III. Let be k(x,t) = ak(x)bk(t), where ak, bk, k = 1 ,2 , . . . , n , are 
nonnegative continuous functions in D and ak(x) > 0-

Consider two following cases: 

(a) If A\{x) = sup afc(x), then k(x,t) < A\(x)Bi(t), 
l<k<n 

where 

n 

fc=l (b) If B2(x)= sup bk(x), then k(x,t) < A2(x)B2(t), l<fc<n 
where 

n 
M x ) = 

k= 1 
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In both cases the inequality (2) reduces to 
X 

(12) u(x) < f(x) + Ar(x) J Br(t)u(t)dt, r = 1,2. 
o 

Using Theorem 2 (A r(x) > 0, Br(t) > 0 for r = 1,2), we obtain the following 
result. 

THEOREM 3. If f i , I = 1 , 2 , . . . , M and kij, i,j = 1 , 2 , . . . , M , are con-
tinuous in I and D, respectively, and 

m n 

k(x, = ak(x)bk(t), ak(x) ± 0, 
Jt=i fc=l 

TO 
ak(x),bk(t)> 0, Y,\/fOOl =/(*)> 

i=i 
then 

Vlu^x)! < mm{pl(x),p2(x),q1(x),q2(x)} 

where {«¿(x)}, i — 1 , 2 , . . . , m, is a solution of the system (1) and 

pr(x) = f(x) + Ar(x) sup - ^ U exp [ f Ar(t)Br(t)dt] - l } , 
0<i<* I L J J J 

x 

qr(x) = max[/(x), Ar(x)\ exp < f Br(t) max[/(f), Ar(i)] dt >. 
x £ l I J t € l ) 0 

Moreover, if one of conditions 

{lim f(x) < oo, lim .Ar(x) sup < oo, 

x-oo x—>oo 0<t<x r { V r 
lim / Ar(t)Br(t) dt < oo, 

0 

{lim max[/(x), Ar(x)l < oo, 

X—KX> x € l x 

lim f Br(t) max[/(<), AT(t)] dt < oo, 
0 

for r — 1 or r = 2 is fulfilled, then a solution of the system (1) is bounded 
at infinity. 

R e m a r k 4. If is nondecreasing in I , then the condition (A') is 
reduced to X (A") lim fix) < oo, lim f AJt)BJt)dt < oo, r = 1 or r = 2. x—t-oo x-»oo J 
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IV. Introduce the notation 

K(x) = sup k(x,t) 
o <t<x 

for every x £ I.It is clear that k(x,t) < Ii(x) for x > t. Then the inequality 
(2) can be replaced by 

X 
(13) u(x) < f(x) + K(x) J u(t) dt. 

0 

Let us notice that (13) is a particular case of inequality (6), where a(x) = 
K(x) and b(t) — 1. By the similar way as in Theorem 2 the following results 
were obtained. 

THEOREM 4. If fi, i = 1,2, . . . , m and kij, i,j = 1,2, . . . , m , are con-
tinuous functions in I and D, respectively, and 

m 
sup k(x,t) + K{x) > 0, V | / i ( x ) | = / ( x ) , 

0 <t<x 

then a solution {«¿(x)}, i = 1 , 2 , . . . , m , of the system (1) satisfies the fol-
lowing inequality 

£ | « K * ) | < m m [ P ( x ) , Q ( x ) ] , 
i=1 

where 

P(x) = f(x) + K(x) sup ^ r i e x p f / ff(t)dtl-l}, 
0<s<x A ( s ) l L ̂  > 

x 
Q(x) — max[/(x) , A'(x)]exp f K(t)dt. r.e- J J x€l 

U 

Moreover, if one of conditions 

lim f(x) < oo, lim K(x) sup < oo X—HX> X—>00 nsts-
(A'") 

x->oo 0<t<x 
X 

lim f K(t)dt < 00, 
r—»oo J 

0 
x 

(B'") lim max[/ (x) , A'(x)] < oo, lim f K(t)dt < oo, 
x—>oo xEl i—»oo J 

0 

is satisfied, then a solution of the system (1) is bounded at infinity. 
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R e m a r k 5. If f(x) < K(x) and -jr is nondecreasing in / , then condi-
tions ( A ' " ) and ( B " ' ) are reduce to 

X 

lim f(x) < oo, lim I K(t)dt < oo. 
I-+OO l - t o o J 

0 

The above results can be extendend on the classes L and L2. 
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