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ON THE LIMIT DISTRIBUTIONS OF ORDER STATISTICS
IN A SEQUENCE OF SOME 1-DEPENDENT
RANDOM VARIABLES

1. Introduction

We present necessary and sufficient conditions for the weak conver-
gence of the distributions of the Ath order statistics from some sequence of
1-dependent random variables. Limit laws are represented in terms of a
compound Poisson distribution.

Let {¢n; n > 0} be a sequence of i.i.d. random variables with values in
a measurable space (F, A) and with a common probability distribution .

Let {£q.(z,y);n > 1}, (2,y) € E x E, be a sequence of i.i.d. A x A —
measurable random functions.

Assume that the sequences {(,; n > 0} and {&.(z,y); n > 1} are
independent.

Consider the sequence of random variables:

(l) Xl = EI(CO7C1)’ X‘2 = 52((1,@), ceay -Xn = én(Cn—laCn), e
Denote by
min(Xy,...,Xn) = M™ < MY < < MY = max(Xy,...,X,)

the order statistics of the sequence X,,..., X,.

M. O. Djnaid in [1] has obtained limit laws for MY, In this paper we
shall be concerned with conditions under which, for suitable normalizing
constants {a, > 0, b,; n > 1},
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(2) PIM®) < apz + b} % GP(2), k=1,2,...,

where G{¥) is the distribution function and the notation = denotes the
weak convergence of the distribution functions. We shall also be interested
in forms of limit distribution G(¥),

2. Main results

While obtaining the necessary and sufficient conditions {or convergence
(2) we use the results from the paper by W. N. Hudson et al. [3].

Let Inj(z) = Iix;>anc4b,)> ® = 1,2,..., 7 = 1,2,...,n, where I
denotes the indicator function of the set A and let "

Ju(z) =) Lj(z), n=12,....
Jj=1

It is well known that, for k = 1,2,...,
(3) P{MF) < anz+b,} = P{J(z) <k}, —o0<z<o00.
Now, we shall prove the following results:

THEOREM 1. The convergence (2) holds if and only if
nff (1 = F(zo,21; an 4 by))w(dxo)m(dz1) converges
EE

and

4) =n ffff F(zg,z1;an2 + b,)(1 — F(z1,22; a2 + b))
EEEE
-F(x2,23; ant + by) m(dzo)m(dzy)m(dzy)7(dz3) — A(2),

(5) nffff F(zo,z15anz + by)(1 — F(z1, 225027 + b))
EEEE
(1 — F(zq,z3;anz + b)) 7(dzo)m(dzy)m(dzg)w(dzs) — Ae(z),

where F(z,y;u) = P{éa(s,y) < u}.
The limit distribution functions G*¥)(z) are given by the formula:

k—1
G*)(z) = Z P{s, M(z), A2(2)},
8=0
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for z such that 0 < G¥)(z) < 1, where

exp(— (A1 + Az)), ifs=0
Ak
P{s, 1,22} = { exp(—(A1 + A2)) z FRTRE ifs=1,2,...
k]+2k2:8, 1-R2:
klvkﬂzo

(Here we take 0° = 1).

Proof. Itis clear that the sequence {X,; n > 1} defined by (1) is strictly
stationary and 1-dependent. Hence, the random variables {I,;(z); n > 1}
are strictly stationary and 1-dependent in each row. It follows from Theo-
rem 2 in [3] that the sequence {J.(z); n > 1} weakly converges (as n — o0)
if and only if

nP{l,, =1}=n ff (1 - F(zo,z1;anz + bn)) 7(dzo) m(dz1)
EE
converges and the conditions (4) and (5) hold. Moreover, the limit distribu-
tion of I,,(z) has a characteristic function given by the formula

$(1) = exp (i An(@)(e™ ~ 1))
n=1

Note that it is the characteristic function of the compound Poisson distri-
bution (see eg. [2]). Using (3) we complete the proof.

Now, we give two examples illustrating the main result.

ExaMPLE 1. Let {(,; n > 0} be a sequence of i.i.d. random variables with
the exponential distribution with the parameter 1. Let £,(z,y) = max(z, y),
z,y€ R, n2> 1.

It is easy to compute that for a, = 1, b, = In(n), n = 1,2,..., we have
M(z) =0, A(z)=€".

EXAMPLE 2. Let {(n; » > 0} and {an,b,; n > 1} be the same as
in Example 1. Let {N,; n > 1} be a sequence of i.i.d. Bernoulli random
variables with a parameter a = P{N; =1} =1- P{N; =0},0<a < 1.
Assume that {(,; n > 0} and {N,; n > 1} are independent.

Define

_ C’n—ly if Nn =1
X"_{(n, if N, = 0.
By Theorem 1 we obtain A\j(z) = 2¢7%(2a? —2a + 1), A\2(z) = 2¢%(a — a?).

As an easy consequence of Theorem 1 we have the following corollary:

CoROLLARY 1. Let {X,; n > 1} defined by (1) satisfy the following
assumption:
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Assumption A. There ezist normalizing constants {a, > 0,b,; n > 1}
and a nondegenerate distribution function G such that

lim n ff (1 = F(zo,z1;anz + by)) m(dao) 7(dz1) =
EE

_ { 00, ifG(z)=0
—~log G(z), ifG(z)>0.

Moreover, assume that

lim sup (1 - f F(z,y;anz + by,) ﬂ(dy)) =0.

e E
Then,
0, ifG(z)=10
k-1
P{MP®) < apz+b,} 2 (~logG(2))’, #f0<G(x)<1
i if G(z) = 1,
fork=1,2,....

Proof. By Theorem 1 it is sufficient to show that Aj(z) = —log G(z),
A2(z) = 0, where Ay(z) and Az(z) are given by the formulas (4) and (5). By
stationarity we have

ffff F(zo,21; a0z +b,)(1 = F(21, 22; anz + b, ))(1 — F(22, 235 anZ + b5))-
EEEE

-w(dzg) w(dzy) 7(dz2) 7(dz3) <

< J[ [ =F(zo,31; an3+b5))(1=F(21, T2 0n+bn))7(dao) 7 (dz )7 (dz2).
EFEE

Since
JJ (1= F@o,21; 008 + b2))-
EE
.(1— f F(zl,:vg;anz+bn)7r(d:v2))]7r(dzo)7r(dz1)§
E
< ( ff m(dzo) w(dz1) — ff F(zo,a:l;ana:+bn)w(dxo)n'(dzl))-
EE

EE

-sup (1 — [ F(z1,22; 002 + by) 7r(‘1"”2))
T E

so, by the assumptions of Corollary 1, we obtain that A\y(z) = 0.
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Furthermore, we have:

nffff F(zo, 21500z + by)(1 — F(21,22;ant + by,)) - F(22,23; @t + by )-
EEFEE
-w(dzo) 7(dzy) 7(dze) 7(dz3) =

= nf [ (1 - F(20,21; anz + b)) 7(dz0o) 7(dz1)~
EE

—nfff(l—F(:co,xl;anz—{-bn))(l—-F(zl,xZ;anz+bn))w(dzo)n(dxl)w(dz%)—
EEE

—nffffF(a:o,xl;an:c + bn)(l - F(zl’$2;anz + bn))
EEEE
(1 = F(zg,23; 0,2 + b,))7(dzo) 7(dzy) 7(dz2) 7(dz3).

Thus, by the assumptions, the minuend tends to — log G(z) and the subtra-
hends tend to 0, so that A;(z) = —log G(z).

Remark 1. For £ = 1 from Corollary 1 we obtain the result of [1].

Remark 2. There is another way to obtain some results which are
contained in Theorem 1. Namely, the following theorem may be obtained as
a consequence of Theorem 4 of [2].

THEOREM 2. Let {X,; n > 1} defined by (1) satisfy Assumption A and
let

GW(z)={ ¥ H(s;G(z),d), if0<G(z)<1

s=0

1, fGz)=1, k=1,2,...,
where

(G(z))%, ifs=0
k k k k
H(s;G(z),d) ={(G(a))¢ ¥ (GlosGala@ili0=a 4o 19,
ki+2ky=3s,
k11k220

and 0.5 <d< 1.

The convergence (2) holds if and only if

nleréo nfff (1 = F(zg,z1;anz + by))-
EEE
(1 = F(zy,22; anz + b,)) 7(dzo) m(dz;) 7(dz2) = —(1 — d)log G(z),

for all z such that 0 < G(z) < 1.
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