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There exists two basic intuitions related to our considerations — one
corresponds to the notion of similarity and the other to the notion of ap-
proximation. Intuitively speaking, if the object z is similar to the object y
then also the object y is similar to z. It is also reasonable to assume that
every object z is similar to itself. Therefore, to the intuitive notion of sim-
ilarity corresponds on the formal level the reflexive and symmetric relation
(usually called tolerance).

As regards the approximation, assume that we have a subset X of the
fixed set U. Sometimes we define in X the subset in some sense regular or
closed (definable) with respect to given properties. This subset is often called
the lower approximation of X. More generally, the method by which we
construct the lower approximation for subsets of U (and dually — the upper
approximation) is called the approximation operation. In particular such
operations were considered in such formal structures as — relation systems,
Boolean algebras, lattices, information systems, data bases etc.

This note is based on the notion of an information system (U, £2,V, F)
according to Pawlak. More precisely, we shall consider the nondeterministic
system (U, $2,V, F). Every set of attributes P C {2 determines a closure
operator Ind” on the one hand and a similarity approximation operation
sim” on the other. The class of Boolean algebras with added operators
Ind? determined by all sets of attributes was axiomatized by S. D. Comer
in [1]. Our aim here is to obtain the axiomatization of the class of all Boolean
algebras with added operations sim® determined by all sets of attributes.

Now we recall basic notions, conventions and definitions. P(U) denotes
the family of all subsets of U. P,(U) is the family of all subsets of cardinality
nof UUfRCUxUand X C U then RX = {y € U : 3z € X zRy}.
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B = (B,u,Nn,~,0,1) will be always a complete and atomic Boolean algebra.
At B will denote the set of all atoms of B. By h we denote the Stone’s
isomorphism (see Sikorski [5] p. 28).

An information system (deterministic) is a quadruple (U, 2,V, f) where
U is a set of objects, {2 stands for a set of attributes, V is a set of attributes
values and f : U x 2 — V is a function (called information function),
(see [2]). For every subset P C £2 an indiscernibility relation Ind(P) C U? is
defined in the following way : for any z,y € U =z Ind(P)y iff f(z,a) = f(y,a)
for every a € P (see [2]).

A nondeterministic information system is an ordered tuple § =
(U, 2,V, F) where U is a set, {2 is a finite set, V is a set and F is a function
F:Ux 82— P(V)\{o}.

For every P C {2 we define the following binary relation sim(P), called
similarity relation : for z,y € U zsim(P)y iff Va € PF(z,a) N F(y,a) # 0
(see [3]).

ConVENTION. if P = {a} i.e. P is a one element set, we shall write
sim(a) instead of sim({a}).

For every set X C U we define upper approximation of X in the following
way

simPX ={ueU:3z € X, usim(P)z}
and the lower approximation of X

simpX = —simF(-X).

In other words simp is a dual operator to sim”.

A structure B = (P(U),U,n,~,0,U,{sim” : P C 02}) (or
(P(U),sim®)pcq for short) is called the similarity based algebra of the
2 type derived from the information system S.

The next definition presents axioms for an abstract similarity approxi-
mation algebra (SAA) of type £2. The idea is to abstract the properties of
the operator sim” as an operator Tp.

DEFINITION. Let us assume that the set {2 is finite. The structure B =
(B,Tp)pceo is a similarity (based) approximation algebra of type 2 if Tp €
BB for each P C 12 and the following conditions hold for all z,y € B and

P,Q C
0 B is complete atomic Boolean algebra,
1 T S Tp:v, 0= TPO.
2 Vz,y € At B (y<Tpz iff =z<Tpy).
3 Ve € B Tp(z) = sup{Tp(a):a <z, a€ At B}.
4 Ve € At B TpUQz =TprNTgz.
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PROPOSITION 1. The similarity algebra < P(U),{sim’ : P C 2} >
satisfies conditions 0—4.

THEOREM 1. If < B,Tp >pcq is a similarity approzimation algebra
then there ezists an information system (U, 2,V, F) such as

Tp = sim®.

Proof. We define the system (U, £2,V,F) in the following way U =
At B; {2 is the same set as above i.e. it is the type of the similarity approxi-
mation algebra < B,Tp >pcq, V = P(U)U P(U) the family of subsets of
U of cardinality at most 2. The function F will be defined in the following
way,forz € Uanda € 2, F: Ux 2 —» P(V), F(z,a) = {{z,y} : 2 < T,y}.
We show now that for every z,y € U, P C 2, zsim(P)y iff z < Tpy. As-
sume first that z = y. Then obviously F(z,a) N F(y,a) = F(z,a) # 9, so
z sim(a)z holds. On the other hand z < T,z in view of the axiom 1.

Next assume that z # y. We have:

F(z,a) = {{.’l:,:l:'} 2 Tazl}’ F(y,a) = {{y,yl} 'y < Tay,}
therefore F(z,a) N F(y,a) # 0 iff 3z1,22{z1,22} = {z,2'} and {z,2} =
{v,v'}

iff 1) (aa=z=y and zp=y=2') or

(iil) (z=2'=y and z=z=y).

Assume that (i) holds. In case (ii) is satisfied the proofis analogical. Thus
{z1,22} = {z,y} = {¥',2'} € F(z,a)N F(y,a) if £ < T,y and y < T,z. We
have proved that: z sim(a)y iff z < T,y and y < T,z. Now for any P C 2
we have z sim(P)y iff Va € P F(z,a)N F(y,a) # 0 iff Va € P £ < T,y and
y < T,z. In view of the axiom 4 we obtain

z < n T.y=Tpy and < ﬂ T,z = Tpx.
a€EP a€P

So finally
zsim(P)y iff z<Tpy and y<Tpz

or equivalently (see axiom 4) zsim(P)y iff ¢ < Tpy. Now we recall the
corollary from the Stone’s representation theorem for Boolean algebras (see
Sikorski [5] p. 28):

For every element z of a Boolean algebra B let h(z) be the set of all
atoms a of B such that a < z. The mapping h is a homomorphism of B into
the field of all subsets of the set X = h(1) of all atoms. If B is atomic, then
h is an isomorphism.

Using this theorem we prove now the following fact: for every z € B
simP(h(z)) = h(Tp(z)). (Therefore, with respect to this isomorphism h we
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can write sim = Tp).
simP(h(z)) = simP({u e U :u < z}) =
= {z €U :zsim(P)u, forsome u<z}=
={zeU:u<z,uel, 2<Tpu} =
={zeU:FJu<z,ucl VYae P z<T,u}.
On the other hand we have the following
h(Tp(X)) = h(sup{Tpu:u<z and ueU})=
= h(sup{z:2<Tpu, u<z, u,z€ U}) =
={z:3u<z,uel, 2<Tpu, ze U} =
={zeU:u<z,uelUNa€P, z<T,u)}. m
The system constructed in the above theorem will be called the infor-

mation system determined by the algebra < B,Tp >pcp.

CoroLrary. If (U,02,V,F) is the system determined by the algebra
(B,Tp)pca and (P(U),sim®)pcg is the algebra derived from the system
(U, 92,V, F) then (B, Tp)pcq is isomorphic to (P(U),sim”)pcg.

Now we will prove that if (P(U),sim”) is derived from (U, £2,V, F) and
if (U', 02", V', F'} is the system determined by the algebra (B,Tp)pcpthen
the systems (U, 2,V, F) and (U’, 2',V,! F') are isomorphic. Of course first
we have to introduce the definition of isomorphism between information
systems.

DEFINITION. The system < U, 2,V,F > is isomorphic to the system
(U', ', V', F') iff the following conditions are satisfied:

(a) there exists the mapping

(b) there exists the mapping

(c) for every a € §2 and for every z,y € U,
(F(z,a)NF(y,a) #0 iff F'(iy(z), ia(e))NF'(iv(y), in(a)) # 0).

Let us mention that the relation of isomorphism between the information
systems is the equivalence relation.

TuEOREM 2. If (P(U),sim") pc o is the similarity approzimation algebra
derived from the system (U, 2,V, F) and if (U', 2", V', F'} is the information
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system determined by the algebra (B,Tp)pcq then the systems (U,2,V, F)
and (U', 2", V', F') are isomorphic.

Proof. The mappings iy, in are defined as follows: iy : U — U’,
iv(z) = {z}; in(a) = a for every a € f2. As a consequence the conditions (a)
and (b) are satisfied. Now, let us assume that for a € 2and z,y € U we have
F(z,a)NF(y,a) # 0. In view of the definition of the similarity approximation
algebra determined by the information system we infer that: U' = Py(U),
' = 0, and F'({z},a) = {{{z}, {y}} : {z} < sim®{y}}. This implies that
F'({z},a) N F'({y},a) # 0, in other words F'(iy(z), ig(a)) N F'(iu(y),
ig(a)) #0. =

Finally, let us observe that every tolerance relation may be represented
as a similarity relation in a properly chosen information system. Namely, it

holds:

ProrosITION 2. If T C U x U is the tolerance relation and the informa-
tion system (U, 2,V, F) is defined in the following way: 2 = {a}, V = U,
F(z,a) = {{z,y} : 2Ty}, then: sim(a) =T. m

This note is a part of the presentation given during Banach semester,
1991.

Acknowledgement. This work is inspired by the stimulating discus-
sion with Professor S. D. Comer. The author is also grateful to Professor
T.B. Iwinski.

Appendix

Now we have observed that every tolerance relation (i.e. reflexive and
symmetric relation) may be represented as a similarity relation in a properly
chosen information sysyem. Therefore we may equivalently formulate our
results for arbitrary family {Ta : a € 2} of tolerances in U.

In what follows we formulate some properties of the approximation op-
erators based on tolerances. We recall that our basic intuitions are the fol-
lowing:

(i) an approximation operation may be used to classify sets of informa-
tions, data or sets of objects;

(ii) these operations give us the possibility to approximate a knowledge or
to decide the membership question with respect to tolerance (or equivalence)
relations.

Let us consider a tolerance 7 : U x U and define the operation 7 : P(U) —
P(U) in the following standard way: for every X C U

X ={yeU:3z € X zry}.
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ProrosiTioN 1.

(2)0=0,7U=U

b)XCcrX

() X CY impliestX C 1Y

(@) r(XuY)=1XUTtY

() r(XNnY)CTXNTY

(1) 7(=X) 2 —r(X)

@ XNT(-X)=0iff r X=X iff r(-X)=-X

MW VX 7 XNT(-X)=0iff VX 7X = X iff r = Id iff V= 7({z}) N
T(-{z})=10

(i) rrX D 7X.

The operation é§ conjugated to 7 is defined in the following way: for any
XCcU

6X = —1(-X).

PRroPOSITION 2.

(a) 60 =0, 6U=U

(b) X D é6X

(c) X CY implies 6X C §Y

(d) §(XUY)D6XUEY

(e) (X NY)C6XNEY

(f) 8(-X) 2 —4(X)

(&)X N(-X)=0iff X =X iff 6(-X)=-X

(W) VX 6XN§(-X) =0 iff VX 6X = X iff 6§ =1d iff Vz 6({z})n
§(—{=z}) =10

(i) 66X C 6X

() X C X CérX

(k) 11 C 1y implies X C 1 X

(1) nX C o X implies 6 X C 6: X.

Remark. Even if X NY = 0 and if § is an equivalence it is not true in
general that 6X U Y = §(X UY).

ProrosITION 3.

@) T XUué(-X)=U

() T XNné(-X)=10

(¢) -7X =6(-X)

(d) -6X = r(-X)
(e)ifrs=nNrnthen s X CXNnX.
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Remark. We can interpret (e) in the following way: the intersection of
the above operators does not correspond strictly to the intersection of the
corresponding relations.

Now let us assume that U, {2 are nonempty sets, A,B,C,... C {2,
a,be,... € 2, X,Y,Z,... CU, z,9,2,... € U. Let us assume also that
for every a € {2 the relation 7, C U X U is reflexive and symmetric. We
define the relation 74 for every set A C f2 in the following way

TA = n Ta-

a€A

Let us observe that 74 is also a tolerance relation.

At the moment we examine the behavior of the relations and the cor-
responding operations 74 and 7,, for a € A, with respect to the boolean
operations in P(U).

Remark. There can be defined two more approximation operations,
namely

riX = ﬂ To X
a€A
and
X = U T X.
a€A

We shall not consider them in the sequel. Let us only state that in general
T4 is not equal to T1z.

ProPosITION 4.

(a') vaEA TAC Ta

(b) TAX C NyeaTaX

(¢) Vaea TAX C 71X

(d) if X = {z} then 14X =(N,exTaX
(€) TA(XUY) CNyeqTaX UNgep 7Y
) Ta(XUY)=7XUTY

(g) Ta(XNnY)C X N1Y

(h) Va,bEATA(X N Y) Cr, XNmnY

(i) Ta(X NY) C Nyea(ra X N7.Y)

() Ta(=X) 2 =X D —14X.

Now we investigate the properties of the operators 74, 75, . . . with respect
to the boolean operations in P(f2).

ProrosiTion 5.

(a) Tau = naeA Ta N nbeB Tb
(b) TauBX C1anTH
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(C) TAuB g naEAUB T"-X = naEB TaX

(d) AC B impliesTa D 7B

(e) TanB 2 TANTE

(f) T—AUA = Tn.

There are some properties of our operators connecting the boolean struc-
tures of P(U) and P({2).

ProProsITION 6.

(a) TauB(XUY) = TAuBX UTaupY Ca X N X UTLY NTRY

(b) TanB(XUY) = T4aBX U T4nBY 2 T4 X U X U T4 Y UTRY =
(X UY)U rp(X UY)

(C) TaUB(X n Y) = T7auBX NTauBY C 4 XN X NT4Y NTEY

(d) T__A(XUY) =T7_4XUT_4Y

(e) T—a(X NY)Cm_aXNT_4Y

(f) —a(—X) 2 —T-4X.

PRrROPOSITION 7.

(a)rg=UxU
D)X =U for X #£0
(c)rp=10

(d) 740 =10

(e) TaU =U

(f) 65U = U

(8) 6 X =0for X #U
(b) 64U = U

(i) 640 = 0.

It is now a standard matter to formulate a modal logic with a family of
possibility and necessity operators, which can be interpreted in the similar-
ity based algebra (of the corresponding type) or — equivalently — in the
tolerance based algebra.

Let us finally notice that every relational system can be represented in
terms of the information system.
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