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ON WA2EWSKFS METHOD OF SUCCESSIVE APPROXIMATIONS 
FOR CERTAIN BOUNDARY VALUE PROBLEMS 

1. I ,n t roduot lon 
We cons ide r the boundary va lue problem (BVP) of the form 

(1) x<n> = f ( t , x , x ( 1 > , . . . , x ( n - 1 > ) , 

(2) x ( q J ( a ± ) - C l t i = 1 , . . . , k , q = 0 , 1 . . . . , 
k 

where a $ a . < . . . < b , 2 $ k ^ n, 51! q< = n, f e C(I><E ,R) , 1 K 1=1 1 

I = [ a , b ] and C^ are given o o n s t a n t s . For the s p e o i a l forms 
of ( 1 ) , ( 2 ) , a g r e a t v a r i e t y of e x l s t e n o e and uniqueness t h e o -
rems have been proved by many a u t h o r s I n d i v e r s e ways [ l ] - [ l 8 ] . 
The ob jeo t of t h i s paper I s t o p resen t a u n i f i e d approaoh 
f o r t r e a t i n g the e x l s t e n o e , un iqueness , e r r o r e s t i m a t i o n and 
s t a b i l i t y of the s o l u t i o n s of ( 1 ) , (2) by reduo ing i t i n t o an 
e q u i v a l e n t i n t e g r a l equa t ion and by using the g e n e r a l method 
of suooess ive approximat ions based on the i d e a of Wa£ewski 
[18] ( s e e , a l s o [ 7 ] , [10]} . An i n t e r e s t i n g f e a t u r e of our 
approaoh t o the problem i s t h a t the p roofs of our main r e s u l t s 
a re muoa s imple r and oan be extended t o the d i f f e r e n t t y p e s 
of boundary va lue problems t r e a t e d b e f o r e by using v a r i o u s 
methods (see [ l ] - [ 3 ] , [12 ] , [13] , [15] , [ 1 6 ] ) . 
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2. Statement of results 
We say that x is a solution of (1 ) , (2) i f x e c ' n ' ( I , R ) 

and sat is f ies (1 ) , (2) on I . The set of a l l suah solutions 
w i l l be denoted by C* ( I ) . For xeC*(I), the equation = 
= y ( t ) with boundary oonditions (2) is equivalent to the in-
tegral equation (see [15], p.538) 

b 
(3) x ( t ) - w ( t ) + j G(t,s)y(s )ds, 

a 

where w(t) is the unique solution of the problem = 0, 
(2) and G(t,s) is the Green function of this problem. By (3 ) , 
we obtain 

b i 

(4) x ( i , ( t ) = w ( 3 , ( t ) + ( ^ G(t ,s )y (s )ds, J - l f . . . t n - 1 . 
J at3 
a 

Prom (1 ) , (3 ) , (4) we see that the function y f u l f i l s the 
equation 

b b 
(5) y ( t ) = f ( t , w ( t ) + j G ( t , s ) y ( s )dB ,w ( l , ( t ) + j ^ G(t,s;)y(s)ds,... 

a a 
b n_1 

. . . , w ( n - 1 , ( t ) + f G ( t , s ) y ( s )ds ) . 
a 

Conversely, i f y eC(I ,R) f u l f i l s (5 ) , then x eC* ( I ) defined 
by (3) is a solution of (1 ) , (2 ) . By substituting in (5) 

F ( t , r 0 , r 1 , . . . , r n _ 1 ) := 

:= f ( t , w ( t ) + r o , w ( l ) ( t ) + r., w ( n " 1 , ( t ) + rn_. , ) , 

we get an integral equation of the form 
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(6) y ( t ) * P( t , j G(t ,a)y(s)d8, j ^ G(t,a)y(s)d 
a a 

b n_1 

j G(t,s)y(s)ds)«= Ty(t) 
a 

equivalent to (1) , (2) . 
We make the following hypotheses used throughout th i s 

paper. 

(A1) There ex i s t s a continuous function giI*R —• R = [o,«») 
nondecreasing with respect to the l a s t n var iables 
and such that g ( t , 0 , 0 , . . . , 0 ) s 0. 

(A2) For ( t , r 0 , r 1 , r n _ 1 ) , ( t f r 0 , 5 1 rQ_1) eIxRn there i s 

| P(t p n - 1 J - F f t . r ^ r . , * 

S e ^ ' I V ^ o M ' l ^ l l I r n -1 - 5 n - l l ) -
(A3) There ex i s t s a continuous function u:I -*• R+ s a t i s fy ing 

the inequality Mu(t) + h ( t ) $ u ( t ) , where the operator M 
i s given by the re l a t ion 

b b 
(7) Mu(t) = g ( t , J | G( t , s ) | u( s)ds, j G( t , s) j u ( s ) d s , . . . 

a a 

. . . . j G(t ,s) u ( s )ds ) , 
£-1 
9t a 

and 

(8) h ( t ) = sup |F(^ ,0 ,0 , . . . , 0 )| . 

(A4) In the c lass of functions sa t i s f y ing the condition 
0 $ u(t) $ u ( t ) , t e l , the function u, u(t ) = 0 for t =1, 
i s the only measurable solution of the equation 

(9) u(t) = Mu( t ) , t e l . 
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Define now the sequence { y m } by the relations 

(10) y 0 ( t ) = 0, 7 m + 1 ( t ) - Tym (t ) , t c l , n-0,1,2 

To prove the oonvergenoe of the sequenoe { y m } to the so-
lution y of ( 6 ) , we define the sequenoe { i ^ } by the r e l a -
tions 

(11) 5 0 ( t ) - 5 { t ) , om + 1 ( t ) - Mi^it ) , t e l , b - 0 , 1 , 2 , . . . , 

where the function u(t ) i s from hypothesis (A^) . 
T h e o r e m 1. By the hypotheses (A^)- (A^) , there 

exists a solution y e C(I,R) of the equation (6 ) . The sequenoe 
(10) converges uniformly to y in I , and the estimations 
(o f . (11)) 

(12) |y(t) - ym ( t )| $ um ( t ) , t e I , m=0,1,2,. . . , 

(13) | y ( t ) | $ u ( t ) , t e l , 

hold, moreover, the solution y of (6) is unique in the olass 
of functions satisfying (13). 

The next result gives conditions under which equation (6) 
has at most one solution} these conditions do not guarantee 
the existence of a solution of equation (6 ) . 

T h e o r e m 2* Let hypotheses (A^), (Ag) be f u l -
f i l l e d . I f the function r , r ( t ) = 0 for t e l , i s the nonnega-
tive, f in i te and measurable solution of the inequality 

(14) r ( t ) $ Mr ( t ) , t e l , 

then the equation (6) has at most one solution in I . 
Jn order to establish a theorem on the stabi l ity of the 

solution of (6 ) , we consider the equation 
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(15) z(t) = H(t, j G ( t , s ) z ( s ) d s , j ^ G ( t , s ) z ( s ) d s , . . . 
a 

b 
. . . , j G ( t , s ) z ( s ) d s ) , 

a 
with H e C(I*R n ,E) . 

T h e o r e m 3. Assume that the hypotheses ( A ^ , (Ag) 
hold and 

( i ) y and z are solutions of equations (6) and (15)» r e s -
pectively} 

( i i ) the sequence {vm( t , t e l , defined by the re la t ions 

(16) 
v 0 ( m | y( t ) | + | z ( t ) | , 

v m + 1 ( t ) = Mvm(t) + h ( t ) , m = 0 , 1 , 2 , 

where 

(17) h(t) = |Tz( t ) - z ( t ) | , 

has a l imit v ( t ) for t e l . Then 

(18) | y ( t ) - z ( t ) | * v ( t j , t e I . 

Theorems 1-3 can be very eas i ly extended to the more gene-
r a l equation 

(19) X ( n > = f ( W 1 > x (n~1), j K [ t , s , x , ^ x ( Q - 1 ) ] d s ) , 
a 

with the boundary conditions (2) under some suitable assump-
tions on the functions involved in (19). In [ 11] Morohaio has 
obtained some re su l t s on the existence and uniqueness of the 
solutions of (19), (2) with deviating arguments by using the 
Banaoh fixed point theorem (see also [14]) . Here, our approaoh 
to the problem i s d i f f e ren t . We note that Theorems 1-3 oan 
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also be extended to (1 ) , (2) and (19) , (2) with deviating 
argumente as in [ 8 ] , [ 9 ] , [11] with suitable modifications. 

3. Ftp oofs of Theorems 1-3 
F i rs t we prove the following lemma used in our further 

disoussion. 
L e m m a 1. I f the hypotheses (A^)-(A^) are s a t i s f i e d , 

then 

(20) 0 $ um + 1(t) « u ^ t ) $ û ( t ) , t e l , m = 0 , 1 , 2 

and u_ => 0 for « - • « « , where => denotes the uniform conver-tit * 
gence in I . 

P r o o f . The re la t ion (20) follows by induction. 
Sinoe the sequenae of continuous functions um i s nonincreasing 
and bounded below, i t i s convergent to a certain measurable 
function p such that 0 $ p ( t ) $ u ( t ) for t e I . By the Lebesgue 
theorem and the continuity of g, i t follows that the fun-
ction p s a t i s f i e s equation (9) and, by assumption (A^), we 
have p(t) = 0 , t e l . The uniform oonvergenoe of { t^} in I 
follows from the Dini theorem. This completes the proof of 
Lemma 1. 

P r o o f of Theorem 1. We f i r s t prove that the se-
quence (10) s a t i s f i e s 

(21) | y m ( t , l * * e I » m = ° ' 1 » 2 

Obviously |y 0( t )| = 0 i 5 ( t ) , t e l . Furthermore, supposing 
that (21) i s true, by (A 1 ) - (A 4 ) , we have 

l7m+1 ( t , l ^ M l7m ( t , l + k ( t ) $ M u ( t ) + h ( t ) « u ( t ) , 

for t e l . The re la t ion (21) follows by induction. Next we 
prove that 

( 2 2 ) l7m+q ( t ) ~ 7 m ( t , l ^ u m { t ) ' * e I , m,q - 0 , 1 , 2 
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By (21) , we have 

| y q ( t ) - 7 0 ( t ) | - | 7 q ( t ) U u ( t J - u 0 ( t ) , t e l . 9=0,1 ,2 

Suppose t h a t (22) i s t r ue f o r m,q? 0 , then 

« ^ W ^ - 7 m ( t ) U M u m ( t ) * u ^ i t ) . 

Nov ve ob ta in (22) by i n d u c t i o n . By Lemma 1, u ^ t ) => 0 i n I , 
so from (22) we have ym => y i n I . The oon t ino i ty of y f o l -
lows from the uniform convergence of the sequence {ym} and 
from the con t inu i ty of a l l f u n o t i o n s ym . I f q —* «> , then (22) 
g ives (12) and the e s t i m a t i o n (13) i s Implied by (21) . I t i s 
obvious t h a t y i s a s o l u t i o n of ( 6 ) , 

To prove the uniqueness of the s o l u t i o n y of ( 6 ) , l e t 
us suppose t h a t the re e x i s t s another s o l u t i o n y of (6) suoh 
t h a t y ( t ) ^ y ( t ) and | y ( t ) | $ u ( t ) f o r t e l . By induo t ion we 
get | y ( t ) - y m ( t ) | ^ u ^ i t ) , t e I , m= 0 , 1 , 2 , . . . , and henoe i t 
fo l lows t h a t y ( t ) = y ( t ) , t e l . This c o n t r a d i c t i o n proves the 
uniqueness of y i n the c l a s s of f u n c t i o n s s a t i s f y i n g (13 ) . 
This completes the proof of Theorem 1. 

P r o o f of Theorem 2. Let us suppose t h a t t he re 
e x i s t two s o l u t i o n s y and y of equa t ion (6) i n I , 
y ( t ) # y ( t ) , t e l . Now, by hypotheses (A^) v (A 2 ) , we have 

(23) | y ( t ) - $ ( t ) | $ M|y( t ) - $ ( t ) | , t e l . 

P u t t i n g r ( t ) = | y ( t ) - y ( t ) | , t e I , i n (23) , we i n f e r from 
(14) that r ( t ) = 0 f o r t e I , i . e . y ( t ) = y ( t ) , t e I . This 
c o n t r a d i c t i o n completes the proof of Theorem 2. 

P r o o f of Theorem 3. L e t t i n g 

(24) v ( t ) = | y ( t ) - z ( t ) | , t e l , 
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we have 

(25) v ( t ) $ | T y ( t ) ~ T z ( t ) | + | T z ( t ) - z ( t ) U 

« M | y ( t ) - z ( t ) | + h ( t ) - Mv( t ) + h ( t ) . 

From (24)» (25 ) we deduae 

(26) v ( t ) $ | y ( t ) | + | z( t ) | $ v 0 ( t ) , t e l . 

Bow, by i n d u c t i o n , we g e t 

(27) v ( t ) $ v m ( t ) , t e l . 1 1 - 0 , 1 , 2 , . . . . 

I n e q u a l i t y (18) i s i m p l i e d by ( 2 7 ) , a s m « . T h i s c o m p l e t e s 
t h e p roo f of Theorem 3 . 

4 . F u r t h e r a p p l i c a t i o n s 
F i r s t we s h a l l c o n s i d e r t h e f o l l o w i n g BVF 

(28) Lx = f ( t , x ) , 

(29) B^x = C ± , i = 1 , . . . , m , m ^ 2 . 

Here f e C ( I * R , R ) , a r e g i v e n c o n s t a n t s , t h e o p e r a t o r s L , B^ 
a r e d e f i n e d by t h e r e l a t i o n s 

m 
Lx := x { m , ( t ) + Y , P j ( t ) x { m - J , ( t ) , 

m m 
B l X 2 " i j * ( ; ) " 1 , ( a ) + 2 P i j * ( J " 1 , ( b ) . i = 1 , . . . , m , 

J - 1 j - 1 

where o ^ j , fry a r e r e a l c o n s t a n t s and p j e C ( I , R ) . We n o t i c e 
t h a t i n r e c e n t p a p e r s [ 1 5 ] , [ l b ] V. Seda h a s s t u d i e d t h e 
e x i s t e n o e and u n i q u e n e s s of t h e s o l u t i o n s of ( 2 8 ) , (29) by 
u s i n g o e r t a i n f i x e d p o i n t t h e o r e m s . For a f u n c t i o n x c C ° ( I , R ) 
we d e f i n e y ( t ) = L x ( t ) , t h e n ( 2 8 ) , (29 ) i s e q u i v a l e n t t o t h e 
i n t e g r a l e q u a t i o n ( s e e [ 1 6 ] , p . 5 3 8 ) 
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On Waiewski's method 9 

u 
(30} y ( t ) = f ( t ,w( t ) + j G ( t , s ) y ( s ) d s ) , 

a 

where w(t) i s the unique solution of the problem Lx = 0 t 

(29) and G ( t , s ) i s the Green function of this problem. The 
equation (30) can be considered as a special case of (5) and 
hence Theorems 1-3 can be applied. 

We next consider the following BVP 

(31) x ' » A(t)x + f 0 ( t , x ) , 

(32) Nx(a) + Qx(b) = 0 , 

whero f e C(I*R n ,R n ) , A(t) i s a continuous n*n matrix function 
defined on I , and N, Q are oonstant n«n matrices. For the de-
ta i led dieoussion on the various apeoial forms of ( 3 1 ) , (32) 
we r e f e r the readers to the expositary paper by Conti [ 3 ] and 
some of the reference^ given therein. For the funotion 
x e C 1 ( I , R n ) , we define y ( t ) = x ' ( t ) - A ( t ) x ( t ) , then ( 3 1 ) , 
(32) i s equivalent to (see [1 ] , [3 ] ) 

b 
(33) y ( t ) = f 0 ( t , | G ( t , e ) y ( s ) d e ) , 

where 

X( t , s ) -X( t , a ) [N+QX(b ,a ) ]~ 1 NX(b,s ) , a s s s t $ b, 

- X ( t , a ) [N+QX( b,a)] NX(b,s) a < t < b. 
G ( t , s ) = 

and Z ( t , s ) i s the Cauchy matrix for the l inear equation 
x ' ( t ) = A ( t ) x ( t ) with X(a ,a ) = I Q and I 0 i s the unit matrix. 
Theorems 1-3 can be extended to the equation (33) with suitable 
modifications. 

Finally we consider the following BVP arising in transport 
processes (see [ 2 ] , [ 1 2 ] , [ 1 3 ] ) 

(34) 
x ' = f.j ( t , x , y ) , x ( a ) - x a , 

-J ' - - y b , 
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where ^ , ^ £ 0 ( 1 * 5 *R ,E ) and x Q , y^ are given vec tors . Let 
z , w e C ( I , R n ) and define z = x ' , w = y ' . I t i e easy to observe 
that the pair of functions (z fw) f u l f i l s the equations 

I) u 
z ( t ) = f 1 ^ t , x 0 + j z ( s ) d s , y b + j w(s )ds ) , 

(35) 

w(t) = f2(t,xa + j z ( s ) d s , y b + j w(s )ds) . 

Theorems 1 - 3 oan be extended to (35) under some appropriate 
assumptions on the funct ions involved in ( 3 4 ) . 
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