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THE FUNCTIONAL LAW OF THE ITERATED LOGARITHM
FOR WEAKLY MULTIPLICATIVE SYSTEMS

In this note the functional law of the iterated
logarithm for a uniformly bounded p-weakly multiplicative
system (abbr. p-WMS system), 1 = p < 2, will be proved. A
sequence (Xx) of random variables is called a p-WSM systen,
if
(1) ¢ =[1+2|E(xlxi...xi)|"]""<oo,1sp<2,

p
1 2 n
where the sum is taken over all combinations of indices. The

law of the 1iterated 1logarithm for such systems were
investigated by Méricz [4], Révész [5,6], Jakubowski [3]. In
Berkes’ paper [2] the functional 1law of the iterated

logarithm was proved for a uniformly bounded 1-WMS system.

Let Sn = X1+ A Xn. We define random functions ® wn
on [0,1], n=1,2,..., as follows :

e (t) = nt?g , Y () =1(2n 1ln 1ln n) 2 x (t) ,

n [nt] n n

where xn(t), 0 =<t =1, is a random function, linear in each

interval [X% , l5], 1 =k = n, such that ¥ * =s , 0s ks n.
n n nn n

We recall that a sequence of random variables x1’X2"" is

said to obey the functional (Strassen-type) law of the

iterated logarithm if the sequence wn is equicontinuous with
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probability 1, and the set of its norm-1imit points (in the

norm C[0,1]) coincides with the set : K = {x : x is absolutely

1
continuous in [0,1], x(0) = O, and J' (x’ (£))%dt = 1} ([1]).
0

In this note Berkes’' result is generalized. The following
theorem is proved.

Theorem Let (Xx) be a uniformly bounded p-WMS
system, 1 = p = 2, such that (X?—l) is a 1-WMS system. Then
(Xi) obeys the functional law of the iterated logarithm.

Berkes in his paper [1] 1imposed some condition on
dependent random variables to obey the functional law of the

jterated 1logarithm. Namely, he obtained the following

result.
For every t = (t ,...,t ) and ¢ = (t’,...,t’) with
1 r 1 r
(2) 0=t <t’=¢t <t><.,..=t <t’=1,
1 1 2 2 r r
r
let t = [ v t2 ]"2 , t= min(t’-t_,...,t’-t ) and let
. 1___11 ) 1 1 r r
f‘:}’y) be the characteristic function of a random vector
wn(tl)_ q,n(tl) ¢n(tr)_ wn(tr)
(t'-t )72 (-t )72
1 1 r r
Theorem A [1]. Let x1'X2”" be a sequence of

uniformly bounded random variables such that

for every t, t’satisfying (2), for each n € N and for
(3) -
each s € R such that s =< Bl(nto)u there holds

’)(sl,s ,...,sr) - exp(-sa/2)| < Ba(nto)-B

2

for some o > 0, B > 0, where constants B1'Bz depend only on
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r and the sequence (Xx)' Then (Xi) obeys the functional law
of the iterated logarithm.

Pr oo f of Theorem. It is enough to check that
assumptions of Theorem implay assumptions of Theorem A. It
will be shown that for uniformly bounded (by K = 1) p-WMS
system the condition (3) is fulfilled with an arbitrary a €

1 o172
(o,1/8), B = (1/2)-3a , B1 = min [—3 . —2] and a

2K max(1,K"-1)
constant 82 which is described at the end of the proof. The
left side of the second inequality of the condition (3) is
less or equal to 2, and also Bsx-B >2for 0 < x =1, B> 0,
provided B3 > 2. Therefore (3) is fulfilled if nto = 1 and
82 > 2. So we may and do assume that nto > 1. It is well

known that

(4) exp(ix) = (1+ix)exp[—(1/2)x2+ r(x)], |P(x)|s|x|3 for |x|<1.

s
Let u = k . Then, by (4), we have
X (n(t’-t )2
: k k7
(t,t") -
(5) fn (sl,sz,...,sr)

r [nt’] r r
= E[[ m nk (1+1ule)] exp[— X (1/2)uiNk + ¥ Mk]] ,

k=1 l=[ntk]+1 k=1 k=1

[ntl’(] o [nt.l"]
where N = m X, M = i r(uX).
k | k K1
l=[nt.k]+1 l=[ntk]+1

Since |e'x— ae-y| = |1-a|+ |a|-|e-x- e-y| for x 2 0, a,ye C

2
and |1+ib| = e® 7% for b € R, we obtain, by (5) :

|£ L) (g ,S ,...,sr) - exp(—sz/z)l <

(
n 1" 2
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r [nt’]
= E[ n n’ (1+1uX)]-1 +

k1
k=1 1=[ntk]+1

+ E

r r :
exp[ - (1/2)u:Nk- sz/z] - exp[ LM ]l =1 +1L.
k=1 k=1

To estimate I1 it will be convenient to introduce one

more notation. For 1 =1,2, ..., [nt;] let V= if
[ntk] <1ls [nt;], and v,= 0 otherwise. Then
I = | ZV v ...v. E(X X ...X )|, where A is a set of
1 11 1 1.1 1
A 1 2 n 1 2 m
combinations of indices ll such that 1= 11<12<...< lms [nt;].
m=1,..., [n}’.;]. Now we consider separately two cases p =1
and 1 < p < 2. We start from the case p = 1. Taking into
consideration that 0 <a <1/6, nt > 1 we have |u | = S
0 k 1/2
(nt )
0
and
s 1
(6) = = B1 S5 .
(nt )
0
Hence |v. v ... v | = — % and IsCc —35
11 1 1/2 1 1/2
1 2 m (nto) (nto)
where C1 is the constant from (1).
Now let 1 < p< 2 and q = p/(p-1). Since
(7) [ntk]- [ntk] = n(tk— tu) +1
[nt;] q
we have v:' = —2§—72—1 , and
131 (nt )V
0
mq
Z (v1 LAEERA )1 = 2% )
151 <...<1 <[nt’] 1 2 m (nt )™
1 m r 0
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By this estimations we obtain

1/q llp
Ils[Z(vlv. v)] [Z|E(XX. X)I]
A 1
[nt;lq . 1/q
st[ z v, * Z (vl vl) + ... +v1v2...v[nt,]] s
1=1 2 r
151 <1 _S{nt’]
1 2 r
] q m 41/q
sC [Znt [S—m]] sC 4”“%.
P w=1' (nt )? P (nt ) 1
o 0
s? -1
for, by (86), 0= [ 1 - —————;7-] 2.
(nto) q

To estimate 12 we use the well known inequality
(8) le- 1] = 3u  for |u| = 1.

Hence we obtain

r
15 Elexp [-Z(l/Z)uN-s/Z] 1|+ 3E| ZM]— I+ 3E| ZM|
provided i M | . From (7) and from definition of B we
have
r {nt’] 3 3
|ZM|.<_ k|u)(|35_§l(—s----s
x k1 1/2
k=1 k=1 1=[nt 141 (nto)

[+] [+
k K
On account that |ex- 1] = z |x]"7k!, we get I3 = Z E|Z| /k!,

k=1 k=1
where
2 [nt; i
T 2 2 Sk 2
= (1/2) z (uka_ Sk) (172) z——(T,_—) Z (Xl-l)"’ O'.k ,
k=1 k l=[ntk]+1

with o = n(t;— tk)— [nt;]+ [ntk], S0 Iakl = 1. The sequence
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(Yn) : Y6= 1, Y;= X:j 1, nz 1, is, by assumption, the 1-WMS
system. Using the estimations for moments of (Yn) (cf. [3],

4 wa
Theorem 6) we obtain that E|Z|™ = LK™ | 55— | , where
1 m 2nt.o
K = max(1,K>~ 1), L is the constant C, from (1) for the
sequence (Yn), n=20,1,..., Dn is a constant from Khinthine

inequality. Taking the best constants D, = (Cm-1)'t ([7])
and using the inequalities

t2) ot
(23)r  (25+2)!

t < 2

(23T = 2 =1

2 1
2 s —, and

2j5+1 1/2
[ @n-1)1 m!’ 2nto

2)+2 ] D 1 s*'Kk?
(which is true by assumption (3) and by definition of B1)’

we get by (8),

o 2
Y% LE|Z|*/(2x) s (4+43-27)k —S—

1
k=1 (nto)

LK, and B = B + max(C ,4'% C ).
1 2 4 1 p

I = E|Z| + (142
3
172

Let B, = 6K+ (4+43-2

Taking all estimations together we have

C+B
I+1 < —1 % max(s,sz,sa) = B (nt )>*'? for p=1,
(nt )1/2 2 o
o
and
B4 2 3 1/ 1 3x-1/2
I+I<——max(s,s)+4qC—<B(nt)
172 p q/2-1/2 2 o
(nto) (nto)

for p >1. Hence taking arbitrary positive a<1/6 and B=3a+1/2
we see that the condition (3) is fulfilled. The Theorem is

proved.
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