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1. Introduction 
An analogue of Ito formula is shown for Stieltjes 

analyticfunction and (Pt), t s 0, is a Poisson stochastic 
process. 

Let P = (PtK t a 0, be a standard Poisson process with 
a fixed parameter a > 0. Its paths t i > Pt(w), aire a. e. 
non-decreasing and right-continuous. Hence, for sufficiently 
large class of stochastic processes {(ffc) : t s 0}, which 
are left-continuous, we can put (cf. [3], [4], [5]) 

where the integral on the right-hand side is the Lebesgue-
Stieltjes integral. The integral on the left-hand side Is 
called the Stieltjes stochastic integral (with respect to 
the Poisson process P, [3], [4], [5]). The Poisson process 
is a représentant of an important class of processes, so 
called point processes. The theory of Stieltjes stochastic 
integrals with respect to point processes, or generally, 

stochastic integral where f is a real 
a 

a.e., for all t £ 0 , 
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with respect to the discontinuous martingales was developed 

in [3], [4] and [5]. 

The Stieltjes stochastic integrals play in this theory 

as important role as the Ito stochastic integrals ([1]), ,in 

the theory of diffusion processes. 

This paper deals with the special topic in the field of 

point processes : differential and integral calculus based 

on the Poisson process. We show, roughly speaking, it is the 

same as the customary calculus of smooth functions, except 

that taking the differential of an analytic function f of 

the Poisson process path t i » P , it is necessary to 

keep all terms in the Taylor expansion : 
+ C0 

(1.1) df(P ) = Y (1/n!) f(n>(P )dP , 
t la t- t 

n=l 

+«9 t t 
or, which is the same , £ (l/n!.)j f ( p

s
 ) d P

s
 = J dffP ). 

n=1 0 S~ 8 o 8 

The formula (1.1) shows how to differentiate in the 

Stieltjes stochastic sense and it is analogue of the famous 

Ito formula ([2]), for Ito integrals. Using formula (1.1) it 

is easy to calculate a lot of fundamental Stieltjes 

stochastic integrals, by the methods of the elementary 

differential calculus. We would like to underline the fact 

of economy and speed of computations when we use the formula 

(1.1), cf. Section 3, Example 2. 

Although in this paper we consider only Stieltjes 

stochastic integrals with respect to Poisson processes, 

however, the formula (1.1) is true for Stieltjes stochastic 

integrals with respect to arbitrary point processes. 
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2. The change of variable formula for Stleltjes 
stochastic Integrals and Stleltjes stochastic 
differentials 

Let P = (Pt). t i 0, be a standard Polsson process with 
some parameter a > 0, defined on some probability space 
(Q,Prob). We define a new process P = ), t fc 0, by the 
formula : P (w) = 11m P («) , for a. e. u e ft. t- s 

B » 00 

The process P has the non-decreasing, left-continuous 
paths (whereas P has the right-continuous ones), with Jumps 
equal to one. By the definition of the Stleltjes stochastic 
integral we have (cf. [4], [5]) 

(2.1) f P dP = T P • [P - P ] = P2/2 - P /2 , t a 0. 
J B- S " S- S B - T T 0 sSt 

The formula (2.1) Is essentially different from the 
well- known formulas 

r 1 2 
(R) sds = t /2 (the Riemann integral) 

oJ 

(I) f w ds = W2/2 - t/2 (the Ito integral), 
oJ 8 1 

where w = (wfc) , t £ 0, is the standard Brownian motion. 
The formulas (R) and (I) are obviously consequences of 

the following "change of variable" formulas ; the Newton-
Leibnitz formula for the Riemann integral 

B 
(2.2.a) j f'(s)ds = f(b) - f(a) , f e C^Ia.b]) , 

a 

and the Ito formula ([2]) for Ito integral 
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pb b 
(2.3.a) T f' (w )dw + i I f " (w )dw = f (w ) - f(w ), J B B d J B B b a a a 

f e C2([a,b]). 

In the sequel we shall formulate and prove the change of 
variable formula for Stieltjes stochastic integrals, which 
implies (2.1). 

Thus, let A(IR+) denote the set of all real analytic 
functions on IR+ = [0,+eo). Obviously, a function f belongs to 
A(RJ if and only if 
(Al) f has all derivatives outside zero and right"derivati-

ves at zero , and 
(A2) at each point a € IR+, f has a full power series 
(Taylor) expansion at a, which absolutely converges to 
f on R . + 

It is obvious that f f(P )dP (t s 0) has sense for J s- s 0 
arbitrary f € A(IR+). 

T h e o r e m 1. (The change of variable formula for 
Stieltjes stochastic integral). Let f be a function from 
A((R ). Then + 

+ 00 t 
(2.4) f(P ) - f(P ) = V (1/n! ) |f < n )(P )dP , t 0 L J s- s 11=1 o 
for all t £ 0. 

P r o o f . Since f € A(IR+), then for all x,a € IR+ (cf-. 
(Al),(A2)) we have 

+ C0 
(2.5) f(x) - f(a) = £ (1/n!) f(n)(a) (x-a)n . 

n= 1 
It is known that for a. e. w € iJ the path s i > P (w), s i s 
t, has the form given at Fig. 1. By (2.5) and Fig. 1 we have 
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S t i e l t j e s s t o c h a s t i c d i f f e r e n t i a l s 

r 
f ( p ) - n p j = f ( p ) - f ( p ) = Y ) - >> 

t 0 r 0 Li t t 
k = 1 k k -1 

r r f +co 
= [ ( f ( P t ) - f ( P t _ ) ) = M [ ( l / n ! ) f < n ) ( P t _ ) ( P - P _ ) B . 

k = 1 k k k = 1 ^ n=1 k k k~ ' 

P ( w ) 
s 

P t I U ) = P t ( w ) " 
r ( U ) 

P t - ( U ) 

P t _ ( W ) 

P t _ ( W ) 
l " 

P ( « ) + 
2 

P t ( » ) + 

P 0 ( « ) T ~ 
t 

~i r 
t t 

r ( W ) t , . s 
r ( U ) + 1 

F i g . 1 

B u t , P - P _= 1 = ( p - P _ ) n , f o r a l l n a 1 , a n d 
k k~ k k 

k = 1, 2 r ( w ) . T h u s , we o b t a i n 

f ( P ) - f ( P ) = 
t o 

f i 
' l [ I d / n ! ) f ( n , ( P t _ ) ( P t - P ) ] = 

k= 1 n = l k k k J 

+oo , T » +09 t 

= [ [ ( l / n ! ) f ( n ) ( P t _ ) ( P t - P _ ) = [ ( l / n ! ) j f ( n ) ( P _ ) d P , 
n = l k = l k " k k~ ' n= 0 S ~ 8 

w h i c h c o m p l e t e s t h e p r o o f . 

I t i s w e l l k n o w n t h a t u s i n g t h e N & a t o n Z e l b n U q . 

dideneatlat d a n d I t o s t o c h a s t i c d i f f e r e n t i a l d ( [ 2 ] ) , 
N ' I 
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the formulas (2.2. a) and (2.3. a) may be written in the 
following- forms : 

(2.2.b) d (f)(t) = f'(t) dt , f e C^Ua.b]) N 
(2.3.b) d (f(w )) = f'(wt)dwt+ (l/2)f" (wt)dt, f e C2([a,b]). 

Similarly, by Theorem 1, we can introduce the ¡ftlettjeA 
stochastic differential d by the formula s 

+ 00 
(2.6) d (f(P )) = V (1/n! ) f<n,(P ) dP , f e A(IR ) . S t L t- t + n= 1 

R e m a r k 1. Heuristically, the formulas (2.2.b), 
(2.3.b) and (2.6) may be expressed as follows : (dt)n = 0 , 
for all n s 2 ; (dw^2 = dt , (dwfc)n = 0, for all n £ 3 ; 
and (dPt)n = dPfc , for all n a 1. 

3. Some simple application of the Stieltjes differential 
formula 

We will illustrate an application of the formula (2.6) 
by four examples. 

E x a m p l e 1. Applying the formula (2.6) to the 
function f(x) = x /2 we obtain 

ds(P2/2) = Pt_dPfc + (1/2) dPt , or equivalently 

f P dP = P2/2 - P /2 , (cf. (2.1)). J s- s t t O 
E x a m p l e 2. Let f(x) = x3/3. Then by (2.6) 

d (P3/3) = P2 dP + P dP + (1/3) dP . s t t- t t- t t 

By the above formula and Example 1 we get 
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t 
| P2 dP = P (1 - 3P - 2P2)/6 . J s- s t t t 0 

Observe that using (2.6) we can easily find the sums of 
i 

the form J) kn , l,n a 1 ; if n is not too large. Moreover, 
k= 1 

r1 
it seems that the calculation of I = Pn dP by the 

n oJ s- s 

formula (2.6) is simpler than the calculation of I by the n 
above sums. 

E x a m p l e 3. Applying the formula (2.6) to the 
functions f(x) = sin x and f(x) = cos x , we have 

d (sin P ) = cos P dP -sin 1 + sin P dP • (cos 1 - 1 ) s t t- t t- t 

d (cos P ) = cos P dP - (cos 1 - 1) - sin P dP • sin 1 . s t t- t t- t 

Hence 

f sin P dP = (cos P - 1) (sin(l)/2(cosl -1)) - (sin P )/2, 
oJ S - 8 t t 

and 

f cos P dP = -(sin P ) (sin l)/2 (cos 1 -1))- (cos P -l)/2. 
QJ s- s t t 

E x a m p l e 4. We have 
TW f 

d (exp(P )) = V (1/n! ) exp(P )dP = (e-1) e t_ dP . s t L t- t t n= 1 

Hence, f exp(P )dP = (exp(P ) - l)/(e-l). J s— s t 
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