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1. Introduction 
The Levy's book [9] contains some r e s u l t s which suggest 

the following idea of obtaining limit theorems for sums of 
dependent random variables : to replace a l l probabilit ies and 
expectations in known limit theorems for row-wise idependent 
double sequences into the analogous conditional quanti t ies , 
where the conditioning is with r e s p e c t . t o some specially 
chosen (5-fields, and change the convergence of numbers into 
the convergence in probability. Brown and Bagleson f i r s t 
applied the idea in [1] . They considered the conditioning;in 
respect to the 6 - f ie lds from a double row-wise increasing 
array. Later , the theory with such a conditioning was develop-
ed by Bagleson ( [ 2 ] ) , Kiopotowski ( [ 3 ] , [ 4 ] ) , Jakubowski ( [ 5 ] ) 
and others - s t i l l for sums only. 

Applying this idea and making use of the conditioning 
proposed in [1] we prove in the present paper two limit theo-
rems for order s t a t i s t i c s in the case of dependent random 
variables . They are generalizations of some r e s u l t s for row-
wise independent double sequence which belong to Loe've 
(see [ 6 ] ) . 

We consider a double sequenoe • k = 1»• • •» 
n = 1 , 2 , . . . , of random variables defined on a common probabi-
l i t y space ( Q , i , P ) . The double sequence of 6 - f i e l d s { i 3 ^ } } ' 
i s row-wise increasing and adapted to {{XQ^}}* For ucfi ve 
order the rea l iza t ions X .. ( w ) , . . . ,X k (w), in the i n - 1 
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2 J.Wesoiowski 

creasing sequence { z n k } » k = 1 > . . . » k n . Let us define a random 
variable Z f lk by: Znk(w) = z n k , k = 1 k n , The random 
variable Zn k i s the k-th order s t a t i s t i c . Obviously 

Zn1 = m i n { X n V " X n k n } » 

z nk n = m a x { x n 1 ' " " x n k n } -

In th i s paper a l l the equations between random variables 
are in the almost sure sense; the symbols > Ir TT denote 

k„ k k n n 
, TT , respectively. 

k=1 k=1 
The following lemma taken from [5] i s the bpsic tool in 

the theory of l imit theorems for sums of dependent random 
variables with the conditioning described above: 

L e m m a . Let { { X n l c } j , { i 3 ^ } } b e defined as above. I f 

TT E(exp(i tX n k ) | - L 4 0, 

then 

E(exp(i t S X n k ) ) a t , 
k 

where t i s any rea l number and z^ i s a cer tain complex 
number. 

We apply the above la-mma in the proof of our r e s u l t s tor 
order s t a t i s t i c s . 

2. The case of r - t h order s t a t i s t i c s 
For the double sequences { { 2 n k } } , { { ^nk^ l d a f i n e d above 

we -denote) by ^ t i i e conditional d is t r ibut ion func-
t ion of X n k , k = 1 , . . . , k Q , and we have 

T h e o r e m 1. I f the randoto variables X ^ , 
k = 1 , , . . , k , are row-wise conditionally uniformly 
assymptoticall^ ident ica l ly dis tr ibuted, i . e . 
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Conditioning in limit problem 3 

(1) max l i ^ U l i ^ . . , ) 

for certa in sequence of d i s t r ibut ion functions F , n^ 1, and 

(2) S (1 L < x ) ' 
k 

t h e n 

(3) e - K » ) ( 
n k=0 

where x i s a r e a l number. 
It should be emphasized that the conditions (1) and (2) 

are the conditional versions of those from the theorem for 
row-wise independent double sequence. As in [6] the proof i s 
divided into three parts , and also s imilarly as in [6] the 
r e s u l t obtained in the f i r s t part (a) follows from the known 
l imit r e s u l t s - see the papers [7], [8] or the book [10]. 
We .present i t to make our paper selfcontained and to show how 
useful Jakubowski's lemma i s in proving l imit r e s u l t s . 

P r o o f . Since (P(Zn ^ _ p + 1 < x ) ) i s a compact s e -
quence, then fo r i t s convergence to s i t s u f f i c e s to prove 
that from every subsequence we can choose a subsequence con-
vergent to s . The sequerce { F n ( * ) } a l so compact and con-
sequently we can assume that 

(4) max | F n k ( x l * n , k - 1 > - F(x)| - 0 

for cer ta in d i s t r ibut ion function F (x ) . Applying the routine 
technique of subsequences we can change the convergence in 
probability in (2) and (4) into the a . e . convergence. 

Let us observe that 

( 5 J P^Zn,k -r+1 - l U n k > x , < r ) 
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4 J.Weeoiowski 

for. any r = 1 , . . . , k , Now we cons ide r t h r ee poss ib l e 
c a s e s : (a) F(x) = 1, L{x) < oo, (b) 0 < F ( x ) < 1 , L(x) = 0 0 , 
(c) F(x) = 0 . (Obviously f o r 0 « F ( x ) < 1 we have L(x) = 00 ) . 

(a) Prom the expansion of the exponen t i a l f u n c t i o n we get 

log TT B n ) k _ 1 ( e x p ( i t I ( X n k > x ) ) ) = 

= S l o g d + (1 - P n k ( x | ? n f k . 1 ) ) { e i t - 1)) = 
k 

- S (1 - *nk<« I * n . k - l i > « * " - 1 ) + 

k 

+ ( a " . 1 , 2
 S {1 - P n k ( x | y n > k _ 1 ) ) 2 , 

k 

where |8 (x) | $1 and En ( • ) = E ( » | ? n k _ 1 ) f o r any 
k = 1 , . . . , k n > n » 1 . On the o t h e r hand 

k 

Smax (1 - P n k ( x k - 1 ) ) S d - W K . k - l » ' 
* k 

Consequently (2) impl i e s 

? i t T T Bn k _ 1 ( e x p ( i t I { X n k > x ) ) ) — • e x p ( L { x ) ( e " - 1 ) ) > 0 . 
k 

Now apply ing the lemma with XQk changed i n t o I ( X Q k > x ) 

we see t h a t the random v a r i a b l e S I ( X n k > x ) i s Po i s son i an 

wi th the mean L(x) i n l i m i t . Hence (3) f o l l o w s from ( 5 ) . 
(b) Since 

r - 1 
P ( Z n , k - r + l <*> - S i E H V i l - i , 

n i - 0 k 
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Conditioning In limit problem 1 

than i t suffices to show that for any i = 0 ,1 , . . . , r -1 we have 

(6) P ( S K l n k > x l = i ) - 0 . 

At f i r s t let us observe that 

(7) P ( Z ; i ( X n k > x ) = i ) = 
k 

i 
2Ü B( TT l U n k « * ) TT I (xn 3 > * ) ) . 

1<31<...<d i<kn W j . , . . . . . ^ 1=1 1 

Now, we introduoe the following definition 

A = jue Q : max|Pnk(x |*ntk_iH<j) " P(x)|—^ 0 

and S (1 " W l *n,k-l ^ ^ 00 } • 
k J 

Since the double seqî ence j { i n k } | ie row-wise increasing and 
P(A) = 1 (consequently EX = BXI(A) for any integrable random 
variable X) so this together with (7) implie that 

(8) P ( S K X n k > x) = i ) * 
k 

< S TT Pnk (x I s ^ ^ M « ) » 

i 

1=1 x ± 

For any ueA and sufficiently large n we have 

Fnk ( x| 9 n f k - l , ( w ) > I ' 

where q > P (x ) , k = l , . . . t k . Consequently 
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M j -j f • • • » dĵ  

i 
= ( TT i ^ j ^ K » ) ) - 1 IT 

? * 
i f ) TT P n k M * n , k - 1 ^ > ' 

k 

On the other hand 

log TT F n k U K . ^ J M = 2 l o g d - ( 1 - F n k U | * n , k - i ) ( w , , ) 

k k 

< - 2 <1 - » B k U l ^ n . k - l » " » 
k 

and thus for any oe A and s u f f i c i e n t l y large n we get 

^ TT * n k ( s K , k - i H " ) * 

- TT (1 , ) ( « ) ) < 
1 = 1 A -1 

« ( f ) 1 e*P " ^ k M ^ . k - l X " » ) " 
k 

i 

s . TT (1 - p n d U | * B , . ) ( « ) ) « 

« ( f ) 1 exp ( - S d - * n k ( * l » B f i c - i , i u , , ) . x 

k 

( 2 ( 1 - F n k ^ h n . k - l H « ) ) ) 1 . X 

k 
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For any w e A we have ^ K 1 - p
n k ( x | T

n k-1 0 0 » o o n " 

sequently (8) and the above inequal ity imply ( 6 ) . 
( c ) S i m i l a r l y as i n the case (b) we get 

p < Z n , k - r + 1 > x > = * ( 2 Z K X n k > x ) ^ r ) > 
n k 

r r 
IT I ( X n i > x ) > i n f TT (1 - F n ± ( x | J n i ^ J i w J ) , 

i=1 B i=1 

where B = j u e Q : max F n k ( x | ? n k;_1) (to) 0 } . Since for any 
co e B k ' 

r 

TT - i n f i - 1 > ^ > ) 
i=1 

then P ( Z n f k n _ r + 1 < x j — 0. 

Since L(x) = 00 , we obtain ( 3 ) . The proof i s completed. 

3. The case of ( k n - r ) - t h order s t a t i s t i c s 

For the double sequences •[{xnj£ |}» { { ^ n k } } d 6 f i n e d above 
we have 

T h e o r e m 2. I f the condition (1) i s f u l f i l l e d and 

(9) S » n f c i x l ^ ^ J —*• M(x), 
k 

•x i s a r e a l number, then 

k=r+1 

P r o o f . Let us observe that 

(11) P ( z
n , r + 1 <*) - 1 - P I ( X n k < x ) < r + 1 ) . 

k 
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Repeating the proof of'Theorem 1 with P n k (x | ? n k _ 1 ) , P, 1 
and I ( X n j f < x ) changed respect ively into 1 - P 0 k ! x | jc_1 J» 
1 - P, M and K X n k > x ) we get from (1) and (9) 

p ( S K X n k < x ) < P + e - M ( x ) . 
k k=0 

Consequently (11) implies (10 ) . 

4. Remarks 
Now we present an example of a double sequence of r v ' s 

which i s row-wise conditionally uniformly assymptotically 
ident ica l ly dis tr ibuted. 

We consider two independent double sequences { { Y n k } } , 
{ { Z n k l } r o w ~ w i s e i id r v ' s . The common dis t r ibut ion function 
on n-th row in { {Y n l c } } i s p n « Let us take a double sequence 
{ { a n k } } o f P 0 8 i ' , ; i v e r e a l numbers such that XZ an f c 0 and 
for any k and n consider such a set Ank that P (Y n k « A°k)< 
< a n k and P U ^ 6 AnkJ < a nk' W® d e f i n e Xn1 = Y n1 ' 

Xnk = ' 

Ynk i f X n , k - 1 6 An,k-1» 

Znk i f Xn,k-1 6 A n , k - 1 ' 

k = 2 , . . . , k n , n ^ 1 . Then i t i s easy to see that { { X ^ } } i s 
row-wise conditionally uniformly assymptotically ident i ca l ly 
dis tr ibuted. 

Theorems 1 and 2 are general izations of the r e s u l t s for 
row-wise independent double sequence. To obtain the ones from 
our theorems i t su f f i ces to take = { # , & } for every 
k = i , . . . , k , then the conditions ( 1 ) , (2) and (9) 
change into the ones from Loeve's theorems (see [ 6 ] ) f 

There s t i l l remains an open question i f Levy's idea i s 
applicable to the l imit theorems for r Q - t h order s t a t i s t i c s , 
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Conditioning i n l imi t problem 9 

where and k n - r n tend to . i n f i n i t y as n —oo . Another 
ques t ion , s t i l l unsolved a lso f o r sums i s the fo l lowing: 
describe the c l a s s of 6 - f i e l d s f o r which the above prooedure 
of obtaining l imi t theorems f o r dependent random va r i ab l e s 
from the known r e s u l t s in the independent case works. 
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