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APPLICATION OF INTEGRAL TRANSFORMS
TO SOLVING LINEAR EQUATIONS

1. Introduction

The paper includes an effective complex-analytical pro-
cedure of obtaining solutions of n-th order linear differen-
tial squations.

Let us consider the n-th order linear differential equa-
tion

n
(1.1) Y ey, (0x (1) < an)
k=0

with given x(k)(o), k=0,1,4.040-1. Functions ak+1(t), t20,
k=0,1,...,0, are plecewise continuously differentiable up to
order n, while z(t) is for t> 0 a function of bounded variation
in every bounded interval, The additionel assumptions of the
functions ak+1(t), t>0, k=0O,1,¢e+,n, and z{t) will be present-
ed later,

2. The idea of the method presented
From equation (1.1), by taking a one-sided integral trans~
form, we obtain

+o00 N 400
(2.7) _,‘ Z ak+1(t)x )(t)g(s t)dt = i z{t)g(s,t)dt
0 k=1 0]
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2’ 4s Szymanowskea

where g{s,t) is 8 complex function which will be calculated
later and s is & complex number, After 2 suitable number of
intsgrations by parto, we get

{2.2) Els) = Pls) + 2({s)
where
C +co n n ‘ ‘ 1k
Bls) = | x(%) {Z [Z -1 (R)etir (0 Q—T{-g(s,t)}dt,
0 k=0 Lh=k j dt
n k-1 ) . =+
(2.3){P(8) = Z ( 1)h+1 'Q—h[ak+1(t)g(syt)]x(k-l-h)(t)l 9
k=1 h=0 k =0
+0
Lz(s) = ! z{t)g(s,t}dt.
4]

The unknown function g(s,t) is calculated frem the condition
that the invegral transform E(s) of the function x{t) is the
Meijer transform of x(%) '

+0o0o .11; 1
=2 '8 =£-3
P (s) = j x(t)e W (st)(st) édt, kg mg =k,
k,m k+ 1 m
(4] 2°

where Wy m(z) is the Whittaker function of the form
’ .

r(-2m) 2 +a 2% 1
W (2) = —— =" 2 e Flz -~k +m; 1+ 2m3 2) +
k’m p(% -k -~ m) 1 1( ’ )

r(2m) -2% %-m (1 K )
+————eBl g z Filz ~k=-m; 1~ 2m3 2
0ok e w a2 ’ ’

and

N

2

2 1
1 o1 + s0ey

1F1(a; b 2) =1 + % o« 27 + g g

+|+
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Ltpplication of integral transforas E)

for v # 0, «1, ~2,... « Thon g{s,t) satisfies the differential
equation

1 = S f‘l/h\l, i’.l-'ti;‘[y;; K R S
!.2474) 2_' EZ‘ (— ) “\kf’akl#'i ii.',.; ﬁ;k g‘agt" =
x=0 | h=k i
-% st -l : » ‘
= 8 (t3) “ W (8t).

1
X ¥ -?f,m
We reduce the solution of sguation {1.1) to that of egustion
{2.4). The smolution of sjuation {2.4), with respect to %,
determines the unknown furctiosn g{s,t).

In addition to the abovs hypotheses, we supposs that:

(1) The transforms ¥{s) and Z{s) convarge absolutely for
some s = 6> U,

(ii) The function P{s) + Z(s) has a finite number of polss
849809000,87 of order Tielpseso ey respeciively, and
res; €6, i=1,2,...,1.

(iii) The integral

§ [ple)ea(al] gy ylstias, (FR)1o=6-8 6%, e, D,
r(R)

converges for sufficiently large R> 0 and tends to O as
R —» +o00, where

~ k+m C{1+m=k .
gk’m(st) = (ta) F%TIEETL 1F1(1+m-k; 1+2m;8t).

From (2.2), (2.3), by taking the inverse Meijer transform,
we obtain

6+joo 6+J°o
(2.5) 5%3 5§3 E(s)gk’m(st)ds = 5%5 6’; [Z(s}+P(s)]Ek'm(st)ds.
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The left-hand side of (2.5), by the Meijer theorem ( [13]), is
x(t), t> 0. Its right-hand side, by assumption (iii) and the
theorem on residues, becomes

B+Joo
(2.6) ay | [2le) + 2(e)] §y glstids =
G-joo
=Eili.rm§%5 f [z(s) + P(s)] ik,m(st)ds =
r{R)+T*(R)
1
= Z res {[P(s) + Z(é)] Ek m(st)},
h=1 58y ’

where "*(R) is a line segment joining 6~ JR to 6+ JjR.
Now, we calculate

res {[P(s) + 2(s)] sk m(st)}
=8

= res {[P(sHZ(s)] (ts)k+B -F.{-—}%l 1F4 (14m-k; 1+2m;st)} =

B=Sh
Fp=1

- 1 d
(r,-1)! gh-1

H%%lfl 1¥4 (1+m=k; 1+2m;st)}
a.h_1 a’h-" "i

_(a'_th)_! Z (a'h-1) @h-1-i {(S'sh) [P(s)+Z(a)]}

i
Y k+n Pi]+m~k1
! [(ts) (i+om 1F1(1«¢-|11—l:;1+2m;ts)]

{[P(s)+z(e)] (s-sh)th (te)k+m X

S=Sh

B=Bh

( [

g 5 ) P ™ et
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Application of integral transforms 5

i

i\r(1em-k} 4*=Y timregy 47 k+m
x :E: (v)F%T:EETl dsi'v 1F1(1+m-k,1+2m,st) " (ts)

v=0

8=3h

Th~? rp-1-1

_ Tl1gm=k) Th=1) g h .
= T(142m) {5, -1)1 Z ( i )_?hfi-_i {(s-sh) [P(s)+2(s)]

i=0 ds €

i
( ) i=v {(1+o=k)(14m=k+1)eeq(1+M=k+imy=1) ,
EE: v [1+2m){1+2m+1) oo ( 14+2m+i=v=1)

x

v=0

k k 1 K+m=v
F1(1+m-k+i-v;1+2m;st)t +E"T£:ﬁ%%TT 8tt®

Denoting, for brevity,

x

Tp~1-1
r{1+m-k) Ta~1) ¢'B .
(2.7) @y 4,v P(1+2m)(a'h-1)'( i) Tp=1-1 "
da

x

x{(e-sh)gh [P(a)+Z(B)]} 8=,

x(1) {(14+m=k) (1+m~k+1)ooo (1 +m=k+i=v=1) (k+m)§ g, KD~V
v {1+20)(1+2m+1) e e e { 1+2m41i=v=1] (k+a~v)! “h 4

h = 1,2,0..'1. i-= 0.1,000’U'h-1, v = 0.1’000.1’ we get

=1 4
res {[P(a)-l-z(a)] gk pl8t) = Z Z sy (RHmi=v
B=Bh | 120 v=0

F1(1+m—k+i-v;1+2m+i-v;tsh).

Using the above calculations, we obtain the result as

follows,
Theoreme. Under the above hypotheses, the solution
of equation (1.1) is given by the formula
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1 Tt o
(2.8) x(t) = Z Z Z“h 1,v gktmti=v
h=1 1i=0 v=0

* 4By (1+mekei-vy 1+2m+i-vtey ),

where k< m <<k and o 1,v is defined in (2.7).

3+ The particular cases

The above theorem gives a solution of equation (1.1) if
the solution of equation (2.4) is known. The simplest case
is when equation (2.4) has constant coefficients and is of
the form

i n
(3.1) c gls,t) « =1 ¢ (ts) °W (8t)
j.go i+t at i n+1 t Xk 1 ’

where k <m < -k and an+1(t) # 0 for t>0, the functions
a;,4(t), t20, 1=0,1,...~0~1, satisfying the oonditions

(3.2) ——J-(— Z (-1)248 (B gfbodlie) o g, o,

where Cn+1 = 1 and Ch+1’ h=0,1,e40,0=1, are arbitrary con-
stanta, The solution of (3.2) has the following form

n~i

h+n-i [i+h h)
(3.3)  ay,q(8) = 2 (=1) (21h) ¢, 8l (1),
h=0
i=0’1,00a,n-1o

Then, asssuming that the integral

+ o0 lts
fnPesilior e 2 (e 2w (athas
0

exists, we may obtain, by our theorem, an effective solution
of (1.1) with coefficients catisfying (3.3).
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Application of integral transforms 7

Example. ILetns=2, 8y = ;%7 o From (3.3), by
taking C1 = 4, 02 = 5, 33 = 1, k+m = 0, we obtain

2 5 4
8 = (0+1)3 M ETS I TS I

2 5
a, = = + == .
We solve the equation

X 2 5 . 2 5 4
(3.4) %5:?‘)' - [—(—;—;—)—5 + m} x(t) + l:(t+1)3+ (t+1)2+%—+—1 x{t) =0.

The corresponding time-invariant equation has the form

2
-%;5 gle,8) + 5 & gls,t) + 4als,t) = (t+1)e™%%,

Its solution has the following form

-8t
g(s,t) = —2>— [(t+1)(s-4) + 1] -
3(s-4)

& - -4t -t
- YIS [(t+1)(s 1)]+ 1 + De + Dye™r,
where D1 and D2 are arbitrary constants, For D1 = D2 = 0, we
have

-8t

(8,t) = —2—— [(t+1)(5-4) + 1] - —2—— [(t+1)(s-1)+ 1],
& 3(s-4)2 [(es1)ta-4) + 1] 3(g-1)2 [(se1 et 1]

-3

Z(s) =0,

P(s)

+00 +o00
—a-(t)a(s, t)xl V(1) t)e(s,0)] (Mx(e)| -
aj(t)g(s,tlx ‘O + [a3( gls ] x( )lo

az(t)s(s,t)x(t)!+°°= (s-3)[%(0) + (s-6)x(0)] _
0

3(g-4)°
. 85x(0) + s(s+6)x(0) , _x(0) __x(0)
3(g-1)° 3(s-1) ~ 3(8-47 °
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The assumption (i1i) is fulfilled, because the function
P(s) + 2(g) = P(s) has two real poles s, = 4 and 8, = 1 of
order two, The integrand in (iii) has a form P(s)+e8% and the
assumption (iii) is fulfilled by the following remark,
Remark (cf. [4], pp.45-47). A sufficient condi-
tion for (1ii) to tend for all t>0 to 0 as R —» +oo is, in
particular, fulfilled if the integrand in (iii) 1s a finite
sum of terms Wk(s)exp(zks) for'any fixed t, where wk(s) are
rationel functions such that siwk(s)-+-8k, (a conatant) as
8 —» +00 if re Ty > 0, 21.
Now, we must calculate

res P(s)ets = ts(s-4)2 P(s)l + '8 %g P(a)(e-4)2| =
8=4 8=4 s=4

e%% [x(0) - 2x(0)] (t+1),

1

3

res P(s)e®® = % (t+1) o Lt(o) + Sx(O)].

s8=1

According to the method presented above, we obtain

x(t) = res P(a)ets + res P(s)ets =1 e4t(t+1)[i(0) - 2x(0)] +
8=4 ] 8=1 3

+ 1 e¥(s41) [-k(0) + 5x(0)].

It is easy tc calculate that the function x(t) is the solution
of equation (3.4). The integral transforms

+ oo 2?2 2
k
sle) - j x(1) 20|20 (1" (g) aéﬁ;k)(t)} " s(s,t)} dt =
0 k=0 Lh=k at
+00 oo
- j x(t)e™®% at = J [i(0) - 2x(0)] | (8+41)e*75% 4t +
° 0
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Application of integral transforms 9

+
Wi

+
Wi

+00
[-i(o) + 5x(0) j (t+1)e® 8% gt =
0

W

[i(o) - 2x(0)]°[( 1)2 + E%I] +

: 1 1
[-x(0) + 51(0)]'[(3-1)2 + g:q].

and Z{(s) = O converge absolutely for some 8 = 6> 4,

[1]
[2]

(3]

[4]

[5]
[e]
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