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APPLICATION OF INTEGRAL TRANSFORMS 
TO SOLVING LINEAR EQUATIONS 

1, In t roduct ion 
The paper includes an e f f e c t i v e complex-analytical pro-

cedure of obtaining so lu t ions of n-th order l i nea r d i f f e r e n -
t i a l equat ions . 

Let ue consider the n- th order l i nea r d i f f e r e n t i a l equa-
t i on 

n 
(1.1) £ a k + 1 ( t ) x ( k ) ( t ) = z ( t ) 

k=0 

with given k = 0 , 1 , . . . , n - 1 . Functions a k + 1 ( t ) , t ^ O , 
k = 0 , 1 , . . . , n , are pieoewise continuously d i f f e r e n t i a b l e up to 
order n, while z ( t ) i s f o r t > 0 a func t ion of bounded v a r i a t i o n 
in every bounded i n t e r v a l . The addi t iona l assumptions of the 
func t ions a k + ^ ( t ) , t £ 0, k = 0 , 1 , . . . , n , and z ( t ) w i l l be present -
ed l a t e r . 

2. The idea of the method presented 
Prom equation (1 .1 ) , by taking a one-sided i n t e g r a l t r a n s -

form, we obtain 

+oo n +oo 
(2.1) j a k + 1 ( t ) x ( k , ( t ) g ( s , t ) d t = j z ( t ) g ( s , t ) d t 

0 k=1 0 
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2 A« Szymanowska 

where g(s?t) is a complex function which will be calculated 
later and s is a complex number. After a suitable number of 
integrations by parta, we get 

( 2 . 2 ) 

where 

E(s) = p{a) + z{a) 

(2.3) 

+ 00 
E{s) = | x(t) £ 

. k=0 
£ (-i)h(hk)ai;:k'(t) 

Lh=k dt F
g(s,t) dt, 

n k-1 
p(s) = £ S 

k=1 h=0 
h+1 d h 

dt" 
ak+1(t)g{sft) x(k-1-h)(t) 

t=+oo 

t=0 

+ oo 
Z(s) = j z(t)g(s,t)dt. 

0 
The unknown function g(s,t) is calculated from the condition 
that the integral transform 3(B) of the function x(t) is the 
Meijer transform of x(t) 

P k J s ] = f x(t)e 2 W 1 (st)(et) 2dt, k< m ̂  -k, 
' 0 

where Wk B(z) is the Whittaker function of the form 

w,. _(•) = 1
 r (' 2 m ) Z 2 e"2 ^ ( i - k + m, 1 + 2m, z) + 

• m r(l - k - m) 1 1 V 2 ' 

+ r(2m) e 2 " z 2 " - k - m, 1 - 2m, z), 
r(l - k + m) 1 ' 

- H I - M 

and 

2! + . . 
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Application of integral transforms 3 

for b i 0, -2,,.. . Than g(s,t) satisfies the differential 
eq nation 

£ 
(2,4) y ; 

k=0 

1 ,k 

h=k 

-¿St -k -
= a * (ts) c

 1 (at). & + p & & 
We reduce the solution of equation (1.1} to that of equation 
(2.4). The solution of aquation {2,4), with respect to t, 
determines the unknown function g(e,t). 

In addition to the above hypothesest we suppose that; 
(i) The transforms K(s) and Z{a) converge absolutely for 

some s = 6 > 0. 
(ii) The function P(s) + Z(s) has a finite number of polgs 

s1,s2,.,.,sl of order ^ »^••••»iTi* respectively, and 
resi^ 6 , ,2,...,1. 

(iii) The integral 

| [P(B)+Z{a)]gk (st)da. (r(R) r s = 6 - R e ^ , <pe<-§,|>), 
r(R) 
converges for sufficiently large R > 0 and tends to 0 as 
R +oo , where 

gktm(st) . ( t a ) k + n ^ f ^ ( U m - k , 1+2m;st). 

Prom (2.2), (2.3), by taking the inverse Ueijer transform, 
we obtain 

6+jco 6+Joo 
(2.5) 2̂ 3" I E(s)gktB(8t)d8 = gij J [z(s)+P(s)]gktm(st)ds. 

6-joo 
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4 A. Szymanowska 

The l e f t -hand side of (2 .5 ) , by the iiieijer theorem { [13]), i s 
x ( t ) , t > 0. I t s r ight-hand s ide , by assumption ( i i i ) and the 
theorem on r e s idues , becomes 

¿ J i [ Z < a ) + P { s ) ] « k , m ( s t > d s -(2.6) 
¿-3c 

= lint J [z (s) + P(s)] g k ) m ( s t )dB 
r(R)+r*(R) 

" H r e s { [ p ( s ) + Z ( s ) ] « k , m ( s t ) 

h=1 8 = s h 

where r*(R) i s a l ine segment jo ining 6 - ;JR to 6+ JR. 
Nov, we oaloulate 

r e s {[P(s) + Z(s)] g k ( s t ) } 
S»Sr ' 

r e s | [P(s)+Z(s)] ( t s ) k + i n flfcffi* ^ { 1 + m - k , 1+2m,st)} 

^ V T T T ^ | [ P ( 8 , + Z i 8 , ] i t 8 , k + n , < 

ds 

f & f ^ ^ < 1 ^ , 1 + 2 . , s t ) ] | « 

- 1 

^ 2 M 1)-^ {<°Vh >«.)-«.)]} 
n i»0 ds n 1 

~ [ ( t s ) k + B
 i F i ( 1 + n _ k , 1 + 2 f f l , t 8 ) ] 

d 
ds 

" n i=0 ds a 
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A p p l i c a t i o n o f i n t e g r a l t r a n s f o r m s 

i 

E 
v = 0 

E ( v 1 ) ^ 
F ( i + m - k j 1 + 2 m ; s t ) - ^ - r r ( t s ) ^ + m 

1 + 2 m ) d 8 i - v f i 
d s ' 

8 = S l , 

- 1 

- r ( l & l T f f „ , £ W [ « • ) - ( - ! ] 

i = 0 d s 
i 

- v f i U i - v ( H - n - l c ) f H - m - k + 1 ) . . , ( 1 + m - k + i - v - 1 ) x 

2 L j V { 1 + 2 m ) ( 1 + 2 m + 1 ) . . . ( 1 + 2 m + i - v - 1 ) 
v = 0 

x 1 P 1 { l « , k + i - v , H 2 m , B t ) t k + « - r t S ! i f T flk+m"V 

D e n o t i n g , f o r b r e v i t y , 

l o 7 » « . r ( 1 + m - k ) , ( A T 1 ) d ^ " 1 " 1 

( 2 * 7 ) a h , i , v = r ( 1 + 2 m ) ( ^ u - 1 ) ! V i ! V - 1 - i 
da 

x f ( 8 - 8 h ) h [ P ( s ) + Z ( s ) ] } 
1 1 8=8 U 

S = 8 U 

/ i \ ( 1 + m - k ) ( 1 + m - k + 1 ) . . . ( l + m - k + i - v - 1 ) ( k + m ) I _ k + m - v 
W / { 1 + 2 m ) ( 1 + 2 o + 1 ) . . . ( 1 + 2 m + i - v - 1 J ( k + m - v ) ! B h • 

h = 1 , 2 , . . . , 1 , i = v = 0 , 1 , . . . , i , w e g e t 

- 1 

r e s { [ P ( 8 ) + Z ( 8 ) ] g k . ( a t ) - £ E a h , i , v * 
8®Sr 

k + m + i - v 

i = 0 v » 0 

* 1 P 1 { 1 + m - k + l - v j 1 + 2 m + i - v j t s ^ ) . 

U s i n g t h e a b o v e c a l c u l a t i o n s , w e o b t a i n t h e r e s u l t a s 

f o l l o w s . 

T h e o r e m . U n d e r t h e a b o v e h y p o t h e s e s , t h e s o l u t i o n 

o f e q u a t i o n ( 1 . 1 ) i s g i v e n b y t h e f o r m u l a 
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6 A. Szymanowska 

(2.8) x(t) - E x 
h=1 i=o v=o 

* ^F^(1+m-k+i-vj1+2m+i-v|t8jl), 

where k< m<-k and * „ is defined in (2.7). nt1*» 

3« The partloalar oases 
The above theorem gives a solution of equation (1.1) if 

the solution of equation (2.4) is known. The simplest oase 
is when equation (2.4) has constant coefficients and is of 
the form 

n i n te -k-— 
(3.1) Z Ci-M ' J " 1 ft) e " 2 (ts)" " 2 W i (at), 

i t s 1 d t } 

where k * m «-k and aQ+^(t) / 0 for t » 0, the functions 
ai+1(t), t £ 0, i=0,1,...-n-1, satisfying the conditions 

' 3 .2» d r a S ^ l i l ^ ' » ' - « ! « . 
11+1 h=i 

where Cfl+1 = 1 and C^ h«0,1,...,n-1, are arbitrary con-
stants. The solution of (3.2) has the following form 

(3-3) ( - 1 1 f t " ) 
h=0 

i * 0 , 1 , n - 1 . 
Then, assuming that the integral 

+ f° _I t s _k _1 
J ( - 1 , 0 ' 8 ^ 1 { t ) 6 2 ( t s ) 2 w 1 ( s t } d t 

0 k+2,m 
exists, we ma; obtain, by our theorem, an effective solution 
of (1.1) with coefficients satisfying (3.3). 
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A p p l i c a t i o n of i n t e g r a l t r a n s f o r m s 7 

E x a m p l e . Le t n « 2 , a^ • ^ ^ . From ( 3 * 3 ) * by 

t a k i n g C1 = 4» C 2 • 5* * k + a " w e o b t a i n 

1 
2 x 5 , 

3 + Tt+ÏT + t+1 • ( t+1 ) 

a 2 « ~ 

Ve s o l v e the e q u a t i o n 

2 

2 + _JL 
2 + t+1 ( t + 1 ) 

( 3 . 4 ) f ^ -
( t+1 ) 2

 + t+1 x ( t ) + + _4_ 
( t + 1 ) 3 ( t + 1 ) 2 t + 1 

x ( t ) =0 . 

The c o r r e s p o n d i n g t i m e - i n v a r i a n t e q u a t i o n h a s the form 

2 
f ^ g ( s , t ) + 5 j f g ( s , t ) + 4 g ( s , t ) = ( t + 1 ) e _ s t . 
d t ' 

I t s s o l u t i o n h a s the f o l l o w i n g form 

- s t 
g ( s , t ) = 

3 ( s - 4 ) 2 

- s t 

[( t+1 ) ( 8 - 4 ) + l ] -

p [ ( t+1 ) ( s - 1 ) l + 1 + D . e " 4 * + D-e"* , 
3 ( s - 1 ) L J 

where D̂  and D^ a r e a r b i t r a r y c o n s t a n t s . For D̂  = Dg = 0 , we 
have 

g ( s , t ) = 
- s t 

[ ( t + 1 ) ( s - 4 ) + l ] -
- s t 

3 ( s - 4 ) 2 , J 3 ( s - 1 ) 2 

Z ( s ) - . 0 , 

( 1 ) 

[ ( t+1 ) ( s—1)+ l ] , 

P ( s ) = - a 3 ( t ) g ( s , t ) x m ( t ) " " + [ a 3 ( t ) g ( s , t ) ] ( l , x ( t ) 

- a 2 ( t ) g ( s , t ) x ( t ) 

0 

+ 0 0 = ( s - 3 ) [ » ( 0 ) + ( s - 6 ) x ( 0 ) ] _ 

+ oo 

0 

3 ( s - 4 ) 2 

s x ( 0 ) + s ( s + 6 ) x ( 0 ) x ( 0 ) x ( 0 ) 

3 ( a - 1 ) 2 3 1 s - 1 ) 3 ( s - 4 J ' 
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8 A« Szymanowska 

The assumption (ii) is fulfilled, because the function 
P(s) + Z(s) = P(s) has two real poles s^ = 4 and s2 - 1 of 
order two. The integrand in (iii) has a form P(s)*est and the 
assumption (iii) is fulfilled by the following remark. 

R e m a r k (cf. [4], pp.45-47). A sufficient condi-
tion for (iii) to tend for all t> 0 to 0 as R — + 0 0 is, in 
particular, fulfilled if the integrand in (iii) is a finite 
sum of terms Wk(s)exp(z^s) for any fixed tv where \(B) are 
rational functions such that 8*1^(8) 5̂ ., (a constant) as 
s —» +00 if re rk> 0, 5 1. 

Now, we must calculate 

res P(s)ete = ts(s-4)2 P(s) 
8=4 s=4 

+ e t s fg P(s)(s-4)2 
s=4 

\ e4t[x(0) - 2x(0)] (t+1), 

res P(s)ete = 1 (t+1) e* [-x(O) + 5x(0)]. 
s=1 3 

According to the method presented above, we obtain 

x(t) = res P(s)et8 + res P(s)ets = \ e4t(t+l)ix(0) - 2x(0)l + 
s=4 s=1 J L J 

+ 1 e^f t+1) [-¿(0) + 5x(0)] . 

It is easy to calculate that the function x(t) is the solution 
of equation (3.4). The integral transforms 

+ 0 0 

E(s) = j x(t) < 
0 

+00 

Z 
k=0 

£ i-n h ffl ^ " ( » i 
Lh=k dt k g(e,t) 

dt = 

+ 0 0 

= j x(t)e'8t dt = 1 [x(0) - 2x(0)J j (t+1)e4t-8t dt + 
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Application of integral transforme 9 

• J 

+ 0 0 

- ¿ ( 0 ) + 5x(0) j ( t + l ) e t ~ 8 t dt = 

= j [¿(0) - 2x(0)]« 

+ 1 [ - ¿ ( 0 ) + 5*(0)] 

( s -4 ) 
J — + - J -2 + s - 4 

J — + - L 2 + s - 1 ( s -1 ) 

and Z{s) » 0 converge absolutely for some s = 6 > 4. 
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