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JK Let jxv| be a system of n nodal points (ne"|,2,3,... ), 

and l e t |oLlr,f and ] â , _ n be a r b i t r a r i l y chosen r e a l num-

bers . Balazs and P. Turén, Suranyi and P. Turân in t h e i r pa-
pers [ l ] , [ 2 ] , [3]» dealt extensively .an thé problems connect-
ed with t h e i r so -ca l led ( 0 , 2 ) i n t e r p o l a t i o n . Prasad [4] in 
1976 establ ished an in terpola t ion polynomial of degree = 2n-1 
which under sui table conditions converges uniformly to a fun-
c t i o n belonging to the Zygmund c l a s s . 

In t h i s paper we are interes ted in the weighted ( 0 , 2 ) i n -
terpola t ion polynomials, namely those polynomials Qm(x) con-
structed such that 

( 1 . D W = 0 % , n ' ^ =0 ,1 ,2 

( 1 . 2 ) ç ( x ) Qm(x) 
m 

v,n ' ß« n » v = 1 , 2 , . . . , n , 

where the weight function <?(x) i s par t i cu lar ly equal to 

? 4 
(1 -x ) .This i s also in conformity with the weight function 
chosen by Prasad, namely 
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2 S.A.N. Eneàuanya 

pfx) => d - x 2 ) \ 0 < / \ < | , ^ ^ 2"0 

In addi t ion we have added to requirements (1.1) and (1.2) the 
following 

(1.3) Q m { - 1 ) = « 0 and Q B ( D - « n + r 

I t i s needless at t h i s point to emphasize the importanoe 
of t h i s type of in te rpo la t ion polynomial in approximative so-
lu t ion of the boundary value problems of the second order l i -
near d i f f e r e n t i a l equations of the type 

Y"(x) + A(x)Y(x) » 0, 

Y(-1) « a Q ? Y{+1) = a n + r 

I t w i l l be observed tha t we have introduced, in (1.3) the 
extremal nodal points and the i r corresponding prescribed a r -
b i t ra ry chosen values. Also we succeeded in es tabl i sh ing tha t 
the polynomial s a t i s fy ing the conditions (1.1)» (1.2) and (1.3) 
r e a l l y ex i s t s and i t i s unique. Thé question of convergence 
w i l l be dealt with in our next paper. 

2. Let us choose as our x%, _ the roo ts of Tchebysheff y p x i 
polynomials 

XV,n c C 0 S ( l r 1 )3r~ • l>-1i2... .»tt» 
( 2 . 1 ) 

x0 9n c ~1» xn+19n c 1 e 

The Tohebysheff Polynomial 

(2.2) * oos(n arc cosx) 

s a t i s f i e s the following d i f f e r e n t i a l equation 

(2.3) (1-x2) t ; ( x ) - x T;(x) + n2TQ(x) = 0 ( ' - J j ) 
and -1 and +1 are not roots of TQ(x)8 
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Weighted laounary interpolation 3 

Our task is to oontruot a polynomial Qm(x) of least pos-
sible degree satisfying conditions (1.1), (1.2) and (1.3) 
using the nodes (2.1). 

Obviously the degree of our polynomial m^ 2n+1 and it is 
of the form 

(2.4) QmU) = a0U0 (x) + « n + 1 U n + 1 ( x ) + 

n n 

+ Z > v , n u v U > + X > v . n v v { 3 c ) ' 

where the polynomials U^(x) and V„(x)9 where j=09...9n+19 

v=1,09<. ,n are as usual fundamental polynomials of the f i r s t 
and second kind of the weighted (O02) interpolation belonging 
to our nodal paints (2.1) with the degree ^ 2n+1 and having 
the following interpolation propertiest 

f 4 k 
(2.5) ^ ( s , . ) = <51k - \ (j9k=091929...9n+1) 

3 K 3K [18 j - k 

f 1" 
(2.6) 9(x)U,(x.,) » 0„ (d,k=0,1,2,...n+1j xk-xk ) 

l J J J ' 9 

(2.7) Vjts^) - 09 (j=1 „2,.. . ¡>nj k=0 91. . 9n+1) 

( 2.8) j ^ x j ^ f x ) e ^ir» (d9k=1 s 2, . . . >n), 
k 

3o We shall prove the following theorems 
T h e o r e m 1. If n is odd, then there in general 

exists no polynomial Qq(x) belonging to (2.1) and satisfying 
the conditions (2.5), (2.6)9 (2.7) and (2.8). 

T h e o r e m 2. If n is even then the polynomial 
Qm(x) satisfying the conditions of Theorem 1 exists and xs 
unique. 

It is plausible at this juncture to consider an important 
lomma which wil l be used in proofs of our theorem. 
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S.A.N. Bneduanya 

L e m m a 1. If ? (x ) - ( 1 - x*)^, then 

(3 .1 ) 
> X"X« 

o (Tn(Xy>) - 0, v>«1,2 , . . . ,n ) . 

P r o o f . 

J ' 

9"(*)Tn(x) + 2 
' 4 

J x ( 1 - x 2 ) -T n ( x ) 

1 

+ ( i - x 2 ) 4 T;(x) 

- 1 
? 4 

« (1-*?) d - x * f ç"(x v )Tn (* v ) - XsT^(X„J+(1-*2)T^(XV) 

From the d i f f e r e n t i a l equation (2 .3) and the faot that 
TQ(xv) = 0 we eas i l y see that 

ç(x)Tn(x) 0, V=1 ,2 , . . . , n . 
x»x„ 

and the lemma i s proved. 
P r o o f of Theorem 1. Let us oonsider a spec ia l 

case of our theorem, namelyt 
Let 

(3 .2) 

and 

a o = W1 = a = a. « = 0 n n+1 

(3 .3) ^ = 1, A>= °t » = 1 , 2 , . . . , 3 - 1 , j+1, . 

If i s a n i n 1 ; 0 r P o l a t i o n polynomial of degree^ 2n+1 
s a t i s f y i ng conditions (1.1) and (1 .2) with prescribed values 
(3.2) and (3.3) at the nodes (2 .1 ) , then our polynomial must 
be of the form 
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Weighted lac unary interpolation 

(3.4) R2to+1(x) = d - x 2 ) T n (
x , 6 n - 1 ( x ) 

where 6 n_i(x) is a polynomial of d e g r e e ^ n-1. That is 

? ( x , H 2 n + 1 { x ) 

i x = x 

( l - x ^ g ^ U ) 
9(x)Tfl(x) 

9(x)(1-x
2)g n_ 1(x) 

X=X, 

X=Xv 
9(x)T (x) 

X=Xt 

+ 2 
x=x< 

( 1 " X , g n - 1 ( x ) 

x=x> 

+ 9(x)T n(x) h - x ^ g ^ f x ) 
1, v = i 

x=x„ (ot v> / j 
, ("U^n), 

That is 

0, V = d, 

and 

0, j 

29(xy)Tn(x)>) 

, V » j. 

For x 0 = x we have the equation of the form 

(3.5) ( l - s r J g ^ U ) - 2xgn<_.,(x) = 
l*(x) 

1+a(x-x^) 

where as usual 

T n(x) 
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6 S.A.N. Eneduanya 

is the fundamental polynomial of Lagrange interpolation and a 
is a constant» 

Integrating both sides we have 

x 

- 1 " 

X X 

^ l . ( t ) d t + a ^ •X j ) l 3 ( t )d t 

X X 
)dt + a 

-1 -1 

y - l ^ i t j d t + a J ( t - x ^ ( t ) d t 

For x = 1, we have 

1 1 
(3.6) J ^ t ) ^ . - ^ / V t ) d t , 

nv j ' -1 

and for odd n 

(3.7) J T n ( t )dt = 0. 

The relations (3 .6 ) , (3.7) imply that J l ^ ( t ) d t = 0, which 

i s not true and hence Theorem 1 is proved. 

¿U As a consequence of Theorem 1, we can restr ict ourselvas 
to the case of even n. The following lemmas are very useful. 

L e m m a 2. I f n i s even and the fundamen-
ta l polynomial of the f i r s t kind U y (x ) can expl icit ly be r e -
presented by 



Wsighted lacunar? interpolation 

(4.1) Uv{x) = ^ p i„(x2) + 
I-«® 

+ I n(
x ) 

A 

/ (l"t2) l'p(t) - ly(t)l>>(t) 
t - S« 

dt + 

x 
+ B„ / l„(t)dt + Oy / SM(«)dt '» «/ » - 1 v e/ ~n4 

- 1 

where 

(4.2) 

(4.3) B„ 
3xf 

(4.4) Co = 

1-x5 2(l-xf}2 9{XJ(1-X2) 2 ^ ) 

] I'^tJ-l'pix^lpit) 1 

' H , 
t - x v 

- 1 

dt + B v j l„(t)dt 

where JT T n ( t ) d t 4 0. 

P r o o f . It is trivially true that 

( c 3 * V! 
= ^ {o=j«2,*..,nj v,n=2,4,...) 

axxa 

i - ) = i J , { 1 ) « 0 . 
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8 S.A.N. Bneduanya 

Next 

(4.5) 9(x)U„(x) 9(x)(1-x2)1^(x2) 
X»Xj 1-xv x=xi 

J 

5 5, l ' ( t ) - i ; ( x „ ) l 9 ( t ) 
p(x)Tn(x) / d - t 2 ) - ^ — : — d t 

-1 
x9 X=Xj 

+ B„ 

+ C„ 

9(x)Tn(x) J l y { t )d t 
- 1 

x 
9(x)Tn(x) J Tn(t)dt 

X=X_, 

X=XJ 

1-X„ 
9(X)(1-X2)1v(X2) + A)>29(X;.)T^(x;j)(1-X?) 

^ | l 'ytXjl-lytXyUytXj) 
Xj - xv 

x=x3 

+ B ^ U ^ T ^ X j l l p U j ) , 

Two cases are to be considered, namely: 
Case (1) . V i ;}. In this case we have from (4.5) using 

Lemma 1 

I« x)Up(x) 
X=Xj 1-x ̂  

9(Xj)(1-Xj) ly(x2) + 

+ 2A,9(^)Tn (x ; ) ) ( l -x ; j ) 

T! ( x . ) i A x . ) 
3 1-x2 V 3 x i *» 

where 
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Weighted laounary interpolat ion 

then { 9(x)U^(x) » 0 . 
1 ' x-x. 

Sinoe = l ' t f (x1 ) (x. ,-xB )T; , (x„ ) and Av « «— ; 

Case ( i i ) . i = v . Prom (4 .3 ) , (4.5) and lemma 1 we have 
by applying the 1'Hospital rule 

(4 .6 ) ç (x )U v ( x ) « ç (x „ ) " + 2 9'(x t f) 
x=x, 

2Xj> ] 
21„ (x» ) g- | + 

1-x. 

8x, 
+ ç (x „ )| 21y(x y ) + 21y(x5) - - ^ -J - l ' ^ i x * } - 2 

1-x 1 -x f f + 

+ 2ç(x9)Tn(x',) 

Clearly 

it / o 
ly (Xy) - l V (Xy ) (1"X,) + Bo . 

and 

(4.7) lplXp) = — 
knl » 

Using (4.2) and (4.6) we have 

T'JxJ 2( 1 ~Xy ) 

ç ( x ) U v ( x ) " = ç"(x„) + 2ç(x^) - * • 
<• J x=xy i 1-xv J 

+ ?ÎXV> f - 7 - ^ 7 2 2 M ( x , ) T n ( x ). [ (1-Xy) 1-x^jJ 

Applying condition (4 .3 ) , the lemma i s completely proved. 

L e m m a 3. I f n i s even and 1 s; v ̂  n, then the fun-
damental polynomial of the second kind V ^ x ) can be exp l i -
c i t l y expressed as 
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10 S.A.N. Bneduanya 

(4 .8) V>,(x) = Tn(x) 

where 

(4 .9) a v « 

2 4 / .2(1-X$) T^(xv) 

2 X. 

J l v ( t ) d t + a v J T f l ( t ) d t 

2(1-x^) 

j f l » ( t ) d t 
1 

j f T n ( t ) d t 
-1 

P r o o f . Obviously V t f(-1) » V„(1) « 0 . Also V ?(xj) » 0 , 
i = 1 , 2 , . . . , n . Using Lemma 1 we have 

9(x)V)?(x) 
x»x i 

T n ( x J ) 9 ( x ; i ) • 1 
4 

= <5. 

2 (1-xf ) \ ( x 9 ) 

1, * = i 
0, 3 

, v , j = 1 , 2 , . . . , n , 

thus s a t i s f y i n g oondi t ion (2.7) and (2 .8) so tha t the lemma 
i s proved. 

At t h i s junc tu re , our next task i s to determine the two 
extremal fundamental polynomials U0(x) and U n + 1(x) such t h a t 

( 4 * 1 0 ) 

(4.11) 

and 

- u n + 1 ( - 1 > = 

u 0 ( - O = U f l + 1 ( l ) - 1, 

(4.12) pU}ti ,U) ' r - 0, ( j ^ n + l j v>»1 ,2 , . . . ,n ) . ' O I :r ^ J 



Weightad laounary interpolation 1 1 

This is easily settled by the following 
L e m m a 4* I f n is even, then the extremal funda-

mental interpolation polynomials UQ(x) and Un+1(x) that sa-
t is fy til* conditions (4.10), (4.11) and (4.12) can explicitly 
be written as 

(4.13) U0(x) Tn(x2) 
A A 

f ( l-t )T^(t )dt + A J Tn(t)dt 
-1 -1 

where 

" 5 

r 1 i 
j r d-t )T^(t )dt j Tn(t)dt 

1 

i 
-1 

and 

(4.14) Uo+1 (x ) 

T„ (x )| * (x) | 
- 1+* Tn(x2) j (1+t)T^(t)dt + B j Tn(t)dt 

I -1 -1 

where 

B - \ 
1 i 

j f (l+t)T^(t)dt • J Tn(t)dt 
1 

I 
-1 

P r o o f . Clearly UQ(1) = UQ(xv) « 0, \>* 1,2,...,n 
and UQ(-1) • 1. However using Lemma 1 we hove 

9(x)U (x) 
x*x, 

( l-x„)Tn (x) 
x=x. 

?(x)T (x) 
X»x„ 

?(x)T (x) 
x*xc 

( 1 - x^T^x^ i - 0. 

Similarly <^(x)UQ+1(x)[ = 0 and the lemma is proved. 
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12 S.A.fl. Bneduaaya 

P r o o f of Theorem 2. Using Theorem 1, Lemmas 2, 3 
and 4, the existera« of this interpolation polynomial is 
established. 

In dealing with the uniqueness, let Q*(x) be another po-
lynomial satisfying conditions (1.1) and (1.2). Then there 
exists a polynomial W(x) - Q^i*) " Surely W(x) sati-
sfies conditions (1.1) and (1.2) with degree 2n+1 and can 
be represented as 

(4.15) W(x) = {l-x2)Tn(x)gn_.,{x)t 

where g Q^(x) is a polynomial of degree ^ n-1. Then 

| ç(x)W(x)|" = { ç(x)Tn(x)}" + 
x=xp x*x $ 

+ 2ç(xp)T'(xJ { (1-X2)g .(x)} = 0. 1 J x=x. 
That is j 
Therefore 

(1-x2)gn-1(x)i = C Tn(x) where C is a constant. 

x 
(1-X2)gn->.| (x) = C j Tn(t)dt. 

- 1 
1 

For x = 1 we have 0 = C f T (t)dt. Since n is even 
j» Tn(t)dt 4 0. That is*C s 0 and hence (1-x2)gn-1(x) = 0. 

Hence from (4.15) it follows W(x) = 0. That is Q*(x)= 
= Qm(x) and Theorem 2 is completely proved. U1 o 

If however f (x) e C [-1,1] , then an interpolation polyno-
mial Qm(fjx) of degree ̂  2n+1 can be formed such that 

Qm(f;xk) = f(xk) 

and 
r
9(x)Qffi(fixk)}" = f"(xk). 

X=X k 
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Weighted lac unary interpolat ion 13 

The interpolation polynomial for the above function using 
our nodes (2.1) can be e x p l i c i t l y expressed as 
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Q m (f ;x k ) = f (-1)U 0 (x) + f ( 1 ) U f l + 1 U ) + 
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