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TOWARDS THE CLASSIFICATION OF DISCRIMINATION PROBLEMS

1. Introduction

ifarshall and Olkin in [1] consider some special discrimi-
nation problems which differ significantly from classic ones.
However, their ideas are not presented in a clear way., The
difficulties in presentation follow from the fact that no uni-
fied scheme for discrimination problems is generally accepted
and no classification exists. The present paper aims to be
a first step towards the classification of discrimination
problems,

Since the terminology of these problems 1s stimnlated by
interpretations and applications, it is necessary to consider
first practical discrimination problems called "praproblems".
In every discrimination praproblem there is a population of
objects characterized by two features (X, Y) which are real
or vector-valued. The population is divided into m (m 2> 2,
may be also m =oo) subpopulations., The aim of the investi-
gation is to classify some object selected from the popula-
tion to one of the subpopulations when the full information
about its origin is not available,

It is assumed that the population is divided into sub-
populations according to the values of Y only. The decision
concerning the object under examination is usuallj made on
the basis of the value x of X observed on the object;
in some particular cases it is possible to observe additional-
ly the value y of Y. Sometimes it is also possible to base
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the decision on additionally observed objects forming a com-
plementary sample,

Feature Y may be simply defined as the index of the
actual subpopulation, In this case the conseguences of deci-
sion making depend on the indices of actual and chosen sub-
population only. _

To transform a praproblem into a formally stated statis-
tical discrimination problem it is necessary to make some
agssumptions about the joint distribution of X and Y which
characterizes the occurrence of (X, Y) for the szlected ob-
ject., In a probabilistic problem the distribution is comple~-
mentely specified while in a general statistical problem it
is specified up to a family of distributions., The assumptions
concerning the true distribution affect the degree of diffi-
culties in solving the problem, i.,e. in finding a satisfacto-
ry decision rule which assigns objects to subpopulations,

4 precise statement what 1is meant by a satisfactory decision
rule is also a part of the formulation of the problem.

In the present paper we consider discrimination problems
in the case when:

(i) the value of Y is not necessarily the index of the
subpopulation to which the object belongs;

(ii) the consequences of the classification depend not
only’on the index of the actual subpopulation but more gene-
rally on the value of Y; '

(iii) the true distribution of (X, Y) is known up to
the marginal distribution of Y i.e. the family of distribu~
tions including the true distribution of (X, Y} is indexed
by marginal distributions of Y;

(iv) s complementary sample is not admitted;

(v) the observation scheme is such that x°s are observed
for any objects and y's for some of them. More precisely,
a subset A of Qx is introduced such that for xeA the
valus y of Y is also observed. Consequently for xeA
the experimenter.knows.the index of the actual subpopulation;
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(vi) the subset A may be either specified a priori or
it, may form a part of the solution of the problem.
-Agsumptions (i), (ii), (iv) and (v) were introduced by
Marshall and Olkin as a generalization of the classical pro-
babilistic discrimination problem. On the other hand, (iii)
and (vi) indicate natural genralizations of Marshall-Olkin
problem.,

- A general scheme of a discrimination problem satisfying
(i) - (vi) is outlined in the seguel according to the ides
of statistical decision prbblem given in [3]. In Section 2
and 3 a discrimination macroproblem and typical diserimina~-
tiun problems are considered for any chosen A . In Section 4
we turn to the situation when may vary.over a set /\ of ad-
mitted subsets of Qx’

2. A discrimination macroproblem

Let Qx- be given and 1let a.ch. 4 discrimination macro-
problem Sl describes how an object is drawn from the popula-
tion, what is admitted to be observed and what information
about the object is needed., We consider Sﬂ of the form

(1) s, = (M, T,, D, i)

where the syrbols have the following meanings:
M is a statistical space (S?.x*ﬁy, a ®dy, P)e It cor-
responds to the object under consideration, which is describ-
ed by (=x,y) € Q. x Qy. The object is supposed to be drawn
in such a way that the chances of occurrence of (x,y) are
described by some distribution Pe® .
’l‘a is a maximal observable statistic. Formally TA is
a meaégrable function from (Qx:(ny, ax ® ay) into (nxx ny,
a ® dy), such that

{x, y) x el
Tn(x,y) =
(X,yo) X ¢ a”
where @ = Q u{yo}. Yo ¢ 9y and &y = 6(Ay,¥.).
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D is a set of decisions aqual to 1,...,m} whose. ele-
ments correspond to the indices of subpopulations.

i 1is a function which asgigns to 3y the number of sub-
population to whichk objects with Y =3 belong. It follows
that maps QY into D. This function is needed to explain
the meaning of decisions in D: decision “i" means that "the
examined object has the value y of Y such that i{y) = i",
We introduce here « 1instead of thz semantic relation men-
tioned in [3] since, evidently, i unigaely defines this re-
lation in the way presented above, On the other hand, as D
is finite it is not necessary to introduce a §-fisld of its
subsats. Thus SA given by (1) describes the problems sa-
tisfyirg (i}, {(iv) and {v).

3. Discrimination problems with fixed A

4 discrimination problem corresponding to a fixed A 1is
a triple

(2) (55,0, , W)

where Eu’ is a set of elements needed to characterized re~
gquired properties of decision rules and Wx is a set of so-
lutions. Obviously, the descriptions of [jﬂ and Wh depend
on ths assumptions about the family P of distributions. We
shall consider two cases: when P consists of one distribu-
tion only {a probabilistic case) and when P consists of di-
stributions PX,Y with varying marginal distributions PY
and known conditional distributions PXIY=y'

3.7« Probabilistic problems

Ls & first element of Dﬂ, let us introduce the set of
all considered decision rules z;l. We want to consider here
observable randomized decision rules i.e. functions which
msp Q. x Qy into the collection of all probability measures
concentrated on D = {1,...,m} and be measurable with respect
to 6(TA)' 4s each distribution is uniquely determined by
a vactor of probabilities of particular decisions from D,
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we customarily introduce decision rules as functions & such,
that &(x,y) = (61(x,y),...,6£(x.y)); 6;(x,3) 1is the proba-
bility of decision i assigned to (x,y).

A8 a next slement of [%l we introduce the function:

(3) 1:2,2D = rY
such that for any d € D

(4) 1y, t{y)) <€ 1(y,d)

and 1 1is integrable with respect to PYI x°

The meaning of 1 is such that 1(y,d) describes the
consequences of assinging an object to the subpopulation d
when the feature Y takes on the value y. Formula (4) sta-
tes that the consequences are less ever when d is equal
to the actual number of the subpopulation i(y).

Function 1 1s used to evaluate losses for any object
characterized by (x,y) and reckoned tu subpopulation d.

Next, we introduce a risk function RX: AA-’R such that

m .

(5) Ry(6) = [ D] 10,08, (x,90am.

°x' Qy i=1

We assume that 1 1s suitebly chosen to ensure the existence
of R, for any SeAz and to allow the interchange of the
sign of summation and integration in the case m =o0 in
(8) below, Thus [, is in this case formed by A, and the
functions 1 and RA‘

We consider here the set of solutions W, formed by the
decision rules which minimize RK’ i,e, by such decision
rules 50 for which

6 = i N
(6) , Rx(5o) SinAna R/'{(S)

Let A; be the set of decision rules which fulfil the con-
dition:
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1 xear ily) =1
(7) Ay= Seny: 8i(xy) =4 0 xer ily) #1i
tilx) x¢a

for some nonnsegative functions t1’°°‘xtm . on Qx'
Formules (4), (6) and the observability of y3's for x's
belonging to A imply that chca.

(8) 5mig1 R, (6) = éﬂiﬁi Ry(8) = [ Ly, ily)) aP +
AxQ,

m
+ .min j' E l(y,i)-ti(x)dP = fi 1y, ily))dap+
SeAk .
A {Q -A,)xQ i=1 .Nﬂy

q‘ f Zti(x) fl(y,i)dpm apy
Q=2 i=1 y

It follows that the optimal decision rule 50 is the element
of A, with t;’s satisfying the condition

i¢ I{x) = ti(x) = 0 where for any x € Qx I(x) consists

of all indices k such that for any Jj = 1,...,mn

1(y,k) ar < 1(y,3) dPyyy-
Y|X Y|X
2y £y

Thus we have obtained the solution of the problem in which
the risk defined by (5) is minimized. Obviously, the reguire-
ments concerning the solution may be started in many other
WayS.

3.2, Statigtical problems

Assume now that the family of distributions P consists
of distributions in which PXIY is known for any y, while
marginal distributions Py may be arbitrary. Let ? denote
the set of distributions PY. We consider here such a problem
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in which all the elements in ElA described in 3.1 are still
needed with the only change that the risk R}L is now a fun-
ction from A}\ PY into R. There are two most common
approach: bayesian and minimax. In the bayesian approach some
distribution PY € EPY is chosen and an optimal solution is
constructed in the same way as stated in 3.1,

In the minimax approach the optimal decision rule fulfils
the condition:

5
R.(§ , Py°) = min sup R,(§, Py)
)' ° Y SeAA PYe?Y A ’ Y

where P§ is defined for any § by

8.
Re(8, Py) = sup Rq(8, Py)e
AV tY y ARG 4
PYe?Y

4, Final remarks
The problem considered in Section 3 may be generalized to
those in which A varies over a chosen set /\ of subsets of
Q. Thus we seek not only a suitable decision rule & but
also a suitable subset A, According to [3] the problem is
then described by ((Splyea, Oy W) where W is the set of
solutions consisting of pairs (A,8), with required proper-
ties and O is a set of elements chosen as useful to charac-
terize the solutions. We consider here problems in which [
consists of the following elements:
(1) a family of sets of decision rules A, and function 1
(compare Section 3.1),
(11) & family of risk functioams (RA)“A where R, is de-
fined as in (5),
(iii1) e family of cost functions (ch)le./\ where c,:Qy —RY,
The set W is now a subset of E = {(1,8) tAeAn, SGAA}
We shall consider W cormesponding to the following ordering
in E
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(A',8) <,8) = R,(§, Py) + E <
22p, [Fale B+ By ]

sa [R + (8, P,) + By ¢ ] .
A LA 4 P, VA
PYe v Y

Then W is the set of (10,60) € E such that

sup |R, (8§ ,Py) + By ¢ ] = min sn [R (§,p) + B c{}
PyePy [ Ao 07X Py Aol  (a,8)eE Pyedy ATy Py

Thus in this case W is the set of minimax solutions with
respect to the sum of the risk and of the expected cost,
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