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APPROXIMATION OF SOLUTIONS OF THE SYSTEM 
OF EQUAHONS x'=Ax+b IN THE SPACE 1^(0, <«) 

1. I n t r o d u c t i o n 
ffe aré going to consider the system of l i n e a r d i f f e r e n -

t i a l equat ions with constant c o e f f i c i e n t s 

( 1 * 1 ) x ' = A x + b 

under the i n i t i a l condi t ions 

(1 .2) x(0) = x 0 , 

where 

Â = [ a ± j ] i , j = 1 , . . . , k 

b = [b1 ( t ) , — t } ] T 

x = [ ^ ( t ) x k ( t , ] T 

xo = [X1 o ' * * * , xko] * 
The s o l u t i o n of the problem ( 1 . 1 ) , (1 .2) may be w r i t t e n 

( [ l ] , [2]) i n the form 

x ( t ) = e A t x 0 + j e A ( t - u ) b ( u ) d u . 
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2 S.Kus 

This requires, however, a rather troublesome calculation of 
the matrix e A t. The essential difficulty consists here in 
the cumulation of the rounding errors. 

In this paper we present a method of approximate solution 
in the sense of the metrio of the spaoe I (O,oo) by means 
of orthonormal exponential polynomials ([3]» [4]). 

2. Approximation in the space L (-ioo, loo) 
"" ' n 

In ioo paper [4] we have considered the space L (-io*»,!«») 
with the scalar product 

ioo 
(2 . 1 ) (F,G) = - ¿ T / F(s)G(-s)ds 

-too 

and the norm 

(2.2) PL = V^PT 
as well as one of the possible orthonormal bases, i.e. the 
set of functions 

(2.3) 

U^s) 

Un(a) 

= A 1 s-s 1 

n ;(S+S,) 

n n ' 
n (s-s-,) 
1=1 ± 

n =2,3,. 

where 

A n = y-2 He s n, 

under the assumption that the poles s n satisfy the condi-
tions 
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Approximation of solutions 

sn * sm i f û * m 

(2.4) 
oo 

n=1 

Ee s < 0 n 
-Re s. 

1 + 8n + 2 
• = oo 

Every function F(s) analytio in .the half-plane Re s ^ 0, p 
which is an element of the spaoe L (-ioo, ioo), may be re-
presented in the form 

(2.5) F(s) = f ^ i s ) + ... + fwUw(s) + Bw(b) ITS1 aNv 

with the Fourier ooefficients 

fn " 
and the approximation,error EN(s) satisfying the condition 

E. U s as N — o o . 

In paper [5] the following formulas of algebraic charac-
ter have been established for the Fourier coefficients 

(2.6) 

f1 = A^f-i.,) 

fn = An S Vi 
m=l 

n-1 
fl <§m + al) 

fl (B" " §1J 

Um 

n=2,3,. 
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4 S.Kus 

3. Approximation of the so lu t ion of a system of d i f f e r e n -
t i a l equations 

The problem (1 .1 ) , (1.2) can be solved.by means of the La-
place t ransformat ion [6], Introducing the transforms 

Finding the exact so lu t ion by means of formula (3.1) may 
be an onerous task because of the d i f f i c u l t i e s connected with 
the ca l cu l a t ion of the inversed func t iona l matrix. This ob-
s t ac l e can be circumvented i f we content ourselves with an 
approximate so lu t ion . 

To «ach of the components ^ ( s ) we s h a l l apply the r e -
s u l t s es tabl i shed i n sec t ion 2. For t h i s purpose we s h a l l 
ca lcu la te the vectors 

To do i t we have* i t i s t r u e , to f ind the matrix inverse to 
- s i - A, but t h i s i s indeed a much e a s i e r task than to i n -m * 
verse the func t iona l matrix s I - A. 

By means of the vectors (3.2) we f ind the vectors of the 
Fourier c o e f f i c i e n t s 

X(s) = <£[x(t)] , B(s) =«C[b(t)] 

we get 

(3.1) 

(3.2) Z(-sm) = [-sm I - A]- 1 [x 0 + B(s)] 

x . = A . K - s J 1 1 

(3.3) < 

x_ = A_ V"1 X(-sm) n n Z_i 1 m 
m=1 

n 
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Approximation of solutions 5 

T h e o r e m 3.1. If 
1. the eigenvalues of the matrix A lie inside the half-pla-

ne He s < 0 
2. the components of the vector-function b(t) are continu-p 

ous and are elements of the space L (O,oo) 
3. the numbers s Q satisfy conditions (2.4), 
then the Laplace-transform of the solution of the problem 
(1.1), (1.2) can be written in the form 

(3.4i X(s) = x.| U.| (s) + ... + xNUK(s) + Ejfis), 

wher«. the coefficients x Q are expressed by formulas (3.3) 
and the approximation error EN(s) satisfies the condition 

(3.5) || B̂ n|[s — ^ 0 a s N - * 0 0 f 3 = 

P r o o f . By assumptions 1 and 2 there exists a solu-
tion x(t) € L2(0,oo) of the problem (1.1), (1.2) and its 

p 
transform X(s) e L (-ioo , ioo). Prom assumptions 1 and 3 
it follows that it is possible to determine the vectors 
X(-sm) by means of formula (3.2) as well as the Fourier co-
efficients x Q (3.3). Furthermore, assumption 3 enables us 
to construct the orthonormal base tL(s), U0(s),... in the 

2 
space L (-ioo, ioo). This, of course, implies that equality 
(3.4) and condition (3.5) hold and the proof is thus completed. 

To the base U^s), U2(s),... in the spaoe I2(-ioo, ioo) 
corresponds a base ^(t), u2(t),... in the spaoe L2(0,oo)f 
where 

un(t) =<£-1[un(s)] 

are orthonormal exponential polynomials ( [3] , [4] ). 
T h e o r e m 3.2. Under the assumptions of Theo-

rem 3.1 the solution of the problem (1.1), (1.2) may be writ-
ten in the form 
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6 S.Kui 

(3.6) x(t) = x ^ f t ) + ... + XjjOjjft) + eN(t), 

where the coefficients xfl are given by formulas (3.3) and 
the approximation error ew(t) satisfies the condition 

(3.7) || ejlsr||-fc — ^ 0 a s N - » o o , 3 = 1,...,k. 

P r o o f . Equality (3.6) follows from equality (3.4) 
by means of the inverse Laplace-transform, whereas condition 
(3.7) follows from Parseval's formula 

f»t " P i s ' 

where f(t) = <£~1 [P(S)] , q.e.d. 

4. Final remarks 
Formula (3.6) enables us to find the approximate solution 

of the problem (1.1), (1.2) in form of the partial sum of the 
orthonormal series 

x(t) « x.|û  (t) + ... + x Hu N(t). 

According to Parseval's formula the approximation error 
6jj(t) satisfies conditions 

ejN||t B||xj||t " | xji| 2 " ••• " |xdN|2* 

The norm of the solution ||xj||t however, unknown, so 
that the approximation error oannot be determined by nean» 
of this lat-ter condition; nevertheless, the order of magni-
tude of this error may be estimated from the variation of de-
cimal digits in the sum of squares of the Fourier coeffi-
cients 

| 112 + ••• + 
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Approximation of solutions 7 - • —- r 1 •• " " ~ 

This error depends on the number K and, of course, on 
the choice of the numbers s n used in constructing the base 

U^s), U2(s), ... 

In order to simplify the calculations it would be convenient 
to put, say, 

On the other hand, one may expect that a suitable choice of 
the numbers s n would lead to the desired order of the appro-
ximation error with a lesser number N. The numbers s n 
may, for example, be taken as a decreasing arithmetic sequen-
ce whose first term would be the real part of the eigenvalue 
of the matrix ' A lying next to the imaginary axis. 

REFERENCES 

[1] R. B e l l m a n : Introduction to matrix analysis. 
New York 1960. 

[ 2 ] O.A. C o d d i n g t o n , N. L e v i n s o n : Theo-
ry of ordinary differential equations. New York 1955. 

[ 3 ] S. K u 6 : Ortonormalne rzeczywiste wielomiany wyklad-
niczo trygonometryczne, Prace Inst. Mat. Fiz. Qnem. Polit. 
Lubelskiej, 1978. 

[41 S. K u s : On the completeness of certain systems of o p 
functions in the spaces L ( 0 , o o ) and L ( - i o o , i o o ) , De-
monstratio Math. 11 (1978) 707-720. 

I 5 J S. K u £ j On the connection between approximation in p 
the space L ( - i o o , i o o ) and interpolation, Demonstratio 
Math. 12 ('1979) 463-468. 
J. 0 s J. 0 w- s k i : Zarys rachunku operatorowego. 
Warszawa 1972. 

DEPARTMENT OF MATHEMATICS, TECHNICAL UNIVERSITY, LUBLIN 
Received January 31, 1980. 

- 569 -




