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ON DECOMPOSED RECURRENT FINSLER SPACE 

In t h i s paper, we have deoomposed the r e l a t i v e curvature 
tensor Kj h > , in recurrent Finaler space as K^j j = 

where B̂ " i s a contravariant vector f i e l d and « ¿ j ^ i s a 
su i tab le tensor f i e l d . The necessary and s u f f i c i e n t condition 
f o r a decomposed recurrent P ins le r space (or b r i e f l y as 
DH-Fn) to be non f l a t are obtained. 

1. Prel iminaries 
Let Kjkir be a r e l a t i v e curvature tensor of the n-dimen-

sional P ins le r space F ( [l] ) , with symmetric metric tensor 
g^j and symmetric connection c o e f f i c i e n t s Γ ^ . 

Let the r e l a t i v e curvature tensor be recurrent 
so tha t 

( 1 · 1 ) ghjk;m = Amghjk ' 

where Am i s a non vanishing covariant vector . 
Fur ther , l e t us decompose the r e l a t i v e curvature tensor 

as 

. ~ ± def ί 
11.2) K.h k Β 
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where «¿.j^k represents a suitable tensor f i e ld which is skew 
symmetric in h and k and B1 is a contravariant vector 
f i e l d such that 

. def 
(1-3) t + V 1 . ;m m m ' 

where oC is assumed to be some scalar function and m f o l -
lowed by notation means corresponding covariant d i f f e ren-
t iat ion with respect to xm as given by 

- V * - < 9 h x Ì > ( ^ h > + ^ s m ' 

D e f i n i t i o n . A Finsler, space is said to be de-
composed recurrent Finsler space, i f the re lat ive curvature 
tensor khjk sat is f ies (1.1) , (1.2) and (1 .3 ) . For brevity i t 
w i l l be denoted by DR-Fn· 

2. The tensor f i e ld «¿j^j. 
The tensor f i e l d «i-j^k s a l i f i e s following relat ions: 

' (a) ^hjk + ^jkh + ^khj = Ü> 

(2.1) > (b) ^hjk;m +0¿hkm;3 + o íhmj;k = 

(c ) ^hjk + ^hjk = 

Veri f icat ion of these ident i t ies can be done with the help 
of (1 .1 ) , (1.2) and Bianchi identi t ies for re lat ive curvature 
tensor K ^ . 

Dif ferentiating (1.2) covariantly with respect to χ 
and in view of (1.1) and (1.3) , we get 

( 2 , 2 ) ^Òhk;m = V j h k ' 
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where we define as follows m 

(2.3) 
+«B m = 0 

h def u (to) B i B ñ = ; 3 ó £ . 

Covariant differentiation of (1.3) with respect to χ 
and application of commutation 

(2.4) •̂ jml ~ X;lm = ^ r m l ' 

yields 

(2.5) B ^ = A^B 1
 + («5^ - φ . ) , 

where 

(2.5) 
(a) 

(b) 

def 

def 
Aml Am;l ~ Al;m» 

Contracting (2.5|) by putting i = 1, we have 

(2.6) βΓ<*Γ1 + Arl} * °· 

Multiplying (2.6) by B^ and using (2.5)(b), we get 

(2.7) ^ ^ h l + AhlJ = °> 

which leads to 

(2.8) Khl + Ahl = 0. 
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Thus we have following theorem. 
T h e o r e m 2.1. The Ricci tensor Κ.. of the de-

composed recurrent Pinsler space is expressed in terms of the 
skew symmetric tensor field A ^ as 

h i - V 
The above Theorem leads to following corollary 
C o r o l l a r y 2.1. The necessary and sufficient 

condition for a DR-Fn» to have a non vanishing Ricci tensor 
is that the recurrence vector fields is non gradient. 

3. The case oc.hk = A.«hk 
In this section, we shall consider a case of decomposition 

^jhk = Ajwhk' where ĥfc is a skew symmetric covariant ten-
sor field and A^ is arbitrary covariant vector field. 

We have 
def 

(3·1> "jhk V h k · 

Differentiating (3.1) covariantly with respect to x m and 
making use of (2.2) and arranging suitably we have 

A.,of.. m = (C_AJ - A. m)«.v. 3 hk;m m ] j; m hk 

If nbn vanishing vector field A^ is covariantly constant, 
the above result reduces to 

(3.2) « h k ; m = cm«hk. 

Thus we have 
T h e o r e m 3.1. The necessary and sufficient con-

dition for the tensor field «x̂ k» satisfy similar recur-
rence condition as that for «-j^k' ^at ^ e vector field 
Aj is covariantly constant. 
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Under decomposition (3·1), we have 

(3.3) = B^.«^. 

Let us differentiate (3.3) covariantly with respect to xm 

and put Aj.m = Hence we have 

Vhk< Bt m - - = 0· 

If DR-^ is not flat, the last result yielde 

(3.4) = djl·, 

where 
def 

(3i.4)(a) d B — An - Cm. 

In view of (2.l)(b) and (2.2), we have 
(3.5) 0B«ik + C ^ + Ck«m3 = 0, 

where we have omitted the non vanishing A^ 
Transvecting 

and (1.2), we get 
Transvecting the equation (3.5) by Bm with BmCm + « = 0, 

(3'5) ^hjk = - V h k · 

The equation (2.5), in view of (1.2) reduces to 

which on transvection by A.̂  yields 

(3.6) A Ä j k = * V h k > · 
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Differentiating (1.1) covariantly with respect to x^ and 
applying the commutation formula (2.4) , we get 

which on transvection by A^ and in view of (3.6) yields 

<eml + A m l ) A Ä j k » ° · 

~ i . 
Let * 0, then we have 

(3.7) «m 3 + Aml = 0. 

The equation (3.5) in view of (3.7) reduces to 

(3.8) AhAml + ( B Ä m + = 

which yields the following theorem 
T h e o r e m 3.2. The necessary conditions fo r the 

decomposit 
ion of the re lat ive curvature "tensor ^txjic th.e 

form (3.3) with A ^ j ^ /O are 
(3.9) <*ml + A ^ = 0, 

(3 .9 ) (a ) AhAml + (B lKh m + BmKhl) = 0. 

4. Décomposition of curvature tensor with conditions 
In this section we shall consider the decomposition of 

re lat ive curvature tensor as follows 

(4.1) ^ k = B V j k ' 

and we shall discuss the above decomposition with the condi-
tion 
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(4.2) Β^Αι. 
def 

R e m a r k 4.1· In this section unlike the previous 
section we have taken Φ 0. 

Let 

(4.3) 
(a) 

(b) 
def 

bmA. . m i 

In view of (4.2) , (4.1) takes the form 

(4.4) Khjk " ph e jk · 

Differentiating (4.4) covariantly with respect to χ and 
xm successively and after some simple calculations, we get 

(4.5) U ^ + A ^ ) = (a1 .m -b1 ; n i +c1 . a i ) + (aiam~bi l3ni+clcm^ * 

Differentiating (4.2) covariantly with respect to xm and 
using (4 .3 ) ( a ) , ( b ) and (2 .3 ) ( a ) , ( b ) we get 

ß{ a -b ) = «B + ^ A = -ßCm +ßA . m m m m m m' 

which easily reduces to 

(4.6) am - bm = -C + A . m m m m 

The application of (4.6) in (4.5) yields 

(4.7) a-, a - b,bm + C,Cm - ΑηΑ_ = 0. i m I m I m I m 

Thus we have following theorem 
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T h e o r e m 4.1. Under the decomposition of r e l a t i -
ve curvature tensor in the form of (4.4) with i 0 and 
( 4 . 3 ) ( a ) , ( b ) , the covariant vector f i e lds am and bm sa t i -
s f ies the (4.6) and (4.7) . 

Let us now discuss the case with the possibi l i ty of being 
zero, so that 

(4.8) B* = Α,Β1 = Ρ*. 
» J J J 

Transvecting (3.1) by B̂  and in view of (3 .5) , we get 

(4.9) * « h k - «5¿K.k ) , 

where we have put 

def . ± 
(4.10) φ = AjB (a non zero scalar) . 

Covariant d i f ferent iat ion of (4.9) with respect to xm with 
some calculations yields 

(4.11) Φ (bm + Am) = 0, 

In view of (4.11), (4.6) reduces to 

(4.12) a m + C m = 0 , 

where we have omitted the non zero scalar φ . 
The relat ion (4.12) in case α = 0, reduces to 

(4.13) am = 0. 

Dif ferentiat ing (4.8) covariantly with respect to xm and 
commutating the indices j and m we get 

= (a„,A. - a . A ) . D® m D J m' 

- 1028 -



Recurrent F ina ler apace 

In view of (4 .13) and ( 4 . 1 2 ) , the l a s t r e s u l t reduces to 

(4 .14) a 3 m = 0 · 

Thus we have fol lowing theorem 
T h e o r e m 4 .2 . Under the decomposition of r e l a t i -

ve curvature tensor i n form (4 .1) with u being 
zero , we have the r e s u l t s : 
( i ) The vector f i e l d P^ i s covar iant ly constant . 
( i i ) DR-Fn i s f l a t . 

C o r o l l a r y 4 .1 . In order that the i s not 
f l a t space i t i s necessary and s u f f i c i e n t that decomposed vec-
tor f i e l d B 1 i s non recurrent in the sense of same recurren-
ce vector as that of 
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