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ON DECOMPOSED RECURRENT FINSLER SPACE

In this paper, we have decomposed the relative curvature
=1 =1 i
tensor thk’ in recurrent Finsler space as thk = Bl“jhk’

where Bi is a contravariant vector field and Ly is a
suitable tensor field. The necessary and sufficient condition
for a decomposed recurrent Finsler space (or briefly as
DR-Fn) to be non flat are obtained.

1. Preliminaries

Let Ejik be a relative curvature tensor of the n-dimen-
sional Pinsler space Fn ([1]), with symmetric metric tensor
gij and symmetric connection coefficients Fbl.

Let the relative curvature tensor Rhgk be recurrent
so that

~ i ~ i
(1.1) Kpsie;m = Anfhjk o

where Am is a non vanishing covariant vector.
Further, let us decompose the relative curvature tensor
as

def

(1.2) ﬁjﬁk = By,
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where dghk represents a sultable tensor field which is skew
symmetric in h and k and B* is a contravariant vector
field such that

i == i i
(1.3) Biy — A6y + 4B,
where o 1is assumed to be some scalar function and m fol-
lowed by notation ";" means corresponding covariant differen-

tiation with respect to =x° as given by

i _ i i h 8. 1
(1.4) K = 3% - (3, %) (a,87) + X 2.

Definition. A Pinsler. gpace is said to be de-
composed recurrent Finsler space, if the relative curvature
tensor Ehgk satisfies (1.1), (1.2) and (1.3). For brevity it
will be denoted by DR-Fn.

2. The tensor field ijhk
The tengor field thk satisfies following relations:

(a) thk + o(jkh +o(khj = 0,

(2.1) () Lygesm *<hum;3 * Lhngze = 0
(C) dhjk""(hjk: O.

Verification of these idenfities can be done with the help
of (1.1}, (1.2) and Bianchi identities for relative curvature
tensor Kh%k’

Differentiating (1.2) covariantly with respect to x
and in view of (1.1) and (1.3), we get

m

(2.2) thk;m = Cpfsnks
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where we define Cm as follows

( ) (a) ACy +xB =0
203 d f

. h 282 .h

(p) By RS

Covariant differentiation of (1.3) with respect to
and application of commutation

i i =~ i
(2.4) Lm - %1 = X Koy
yields
> i i i i
(2-5) B IS’.‘ml = AmlB + (6m¢1 - ol¢m)’
where
def
(a) Ay = Ay -~ A
(b) ¢l = %y - Al‘a.

’

Contracting (2.5)) by putting i = 1, we have

(2.6) BY(R,, + A,) = 0.
Multiplying (2.6) by By and using (2.5)(b), we get
(2.7) B(R, + a) =0,

which leads fto

(2.8) Khl + hpq = O
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Thus we have following theorem,

Theorem 2.1. Thp Ricci tensor Eij of the de-
composed recurrent Finsler space is expressed in terms of the
skew symmetric tensor field Aij as

~

K =A-.|

ij Ji
The above Theorem leads to following corollary
Corollary 2.1. The necessary and sufficient
condition for a DR-Fn, to have a non vanishing Ricci tensor
is that the recurrence vector fields is non gradient,

3. The case ajhk = quhk

In this section, we shall consider a case of decomposition
«jhk = Aj“hk' where Xk ig a skew symmetric covariant ten-
sor field and A:j is arbitrary covariant vector field.,

We have )

dof

Differentiating (3.1) covariantly with respect to ¥ and
making use of {2.2) and arranging suitably we have

Bhiegm = (Cphy = Ay mMpye

If non vanishing vector field Aj‘ is covariantly constant,
the above result reduces to

(302) O(hk;m = Cmqhk‘

Thus we have

Theorem 3.1, The necessary and sufficient con-
dition for the tensor field % e to satisf? similar recur-
rence condition as that for X inks ig that the vector field
4. 1is covariantly constant.

3
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Under decomposition (3.1), we have

~ 1 i
(303) KJhk =B Ajahk‘

Let us differentiate (3.3) covariantly with respect to x°

and put A.;, = 0., Hence we have
Jsm

i i
Ajahk(B;m - (Am - Cm)B ) = 0.

If DR-¥_ is not flat, the last result yielde

i i
(3.4) | Bip = 4y
where

deg
(3e4)(a) dy Ay - Cpe

In view of (2.1)(b) and (2.2), we have

(305) Cmujk + chkm + qumj = O,

where we have omitted the non vanishing Ah.
Transvecting the equation (3.5) by BR with BmCm +x= 0,
and (1.2), we get

(3.5) Lk = kahj - Bthk.

The equation (2.5), in view of (1.2) reduces to

=i _ i i~

Kihx =R (81 kps - 8 3%y,
which on transvection by Ay yields

~ i ~ ~
(3.6) AiKp gy = p(AkKhj - A;thk)'
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Differentiating (1.1) covariantly with respect to x1 and
applying the commutation formula (2.4), we get

T x i ~iggr =i=smp iy ~ i
Kokfrml = Erjkfhm = Fnrkfim = *njefim1 = AmaFaix

which on transvection by 4; and in view of (3.6) yields

= i

Let AiKhjk # 0, then we havs

{3.7) *ap + Apy = 0.

The equation {3.5) in view of (3.7) reduces to

(3.8) AgAp; + (BiK o+ B K g) =0,

which yields the following theorem
Theorem 3.2. The necessary conditions for the
decomposition of the relative curvature tensor Rh;k in the
. > 1
form (3.3) with Ainhk # 0 are

(3.9) x 1+ Ap =0,
(3-9)(8) AhAml + (BlKhm + BmKhl) = Q.
4. Decomposition of curvature tensor with conditions

In this section we shall consider the decomposition of
relative curvature tensor Kh%k aa follows

~

i i

and we shall discuss the above decomposition with the condi-
tion
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def
1, 252 .4
(4.2) BTA, B

"Remark 4.1, In this section unlike the previous
section we have taken 4,.. # O.
;o
Let

Q.
]

ic
(a) P, ayPy>

(4.3)

o
@
Hy

ll

(b) Ay LIV

In view of (4.2}, (4.1) takes the form

~ 13 i
(4. 4) Khjk = Phajk'

Differentiating (4.4) covariantly with respect to x' and

x2 successively and after some simple calculations, we get

(4.5) (Al;m+AlAm) = (al;m'bl;m+°l;m) + (alam'blbm+°1°m)'

Differentiating (4.2) covariantly with respect to x° and

using (4.3)(a),(b) and (2.3)(&),(b) we get
Alag-b )} =By +B4, = -BC + BA,

which easily reduces to

(4.6) ap = by = =Cp + Ap.

The application of (4.6) in (4.5) yields

(4.7) ajap = byb + C,Cp - Ay = O.

Thus we have following theorem
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Theorem 4.1. Under the decomposition of relati-
ve curvature tensor in the form of (4.4) with Ai;m # 0 and
(4.3)(a),(b), the covariant vector fields a  and b sati-
sfies the (4.6) and (4.7).

Let us now discuss the case with the possibility of being
zero, so that

(4.8) Bj;‘

. = A.B
d d

Transvecting (3.1) by B) and in view of (3.5), we get

- J7 J%
(4-9) ¢ahk —ﬁ(skth - athk)s
where we have put

i

{4.10) ¢ Pi A;B (a2 non zero scalar).

Covariant differentiation of (4.9) with respect to % with
some calculations yields

(4.11) ¢ (b, + 4 ) =0,
In view of (4.11), (4.6) reduces to
(4.12) a + C_ = 0,

where we have omitted fthe non zero scalar ¢.
The relation {4.12) in case a = 0, reduces %o

(4013) am-‘-O-

Differentiating (4.8) covariantly with respect to x° and

commutating the indices j and m we get
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In view of (4.13) and {4.12), the last result reduces to

(4.14) % = Oe

Thus we have following theoren

Theorem 4,2. Under the decomposition of relati-
ve curvature tensor ﬁjik in the form (4.1) with o Ybeing
-zero, we have the results:

(i} The vector field P} is covariantly constant.
(ii) DR-F, is flat.

Corollary 4.1, In order that the DR—Fn is not
flat space it is necessary and sufficient that decomposed vec-
tor field B is non recurrent in the sense of same recurren~
ce vector as that of Kjik'
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