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AN ALGEBRAIC NOMOGRAMMABILITY TEST
FOR FUNCTIONS OF n VARIABLES

1. One of the fundamental problems in theoretical nomo-
graphy is that of reducing functions of n variables to a ca-
nonical form. In the case of n = 3 this problem has been
thoroughly discussed by M. Warmus [5] and E. Otto [4]. In [4]
(cfe § 31 pp.293-301) an old idea of E.Duporcq [3] was success-
fully developed., In another paper [2] M; Czyzykowski adapted
the methods used in [4] to the problem of reduction of a fun-
ction of n = 4 variables to Soreau form. In this paper an ex~
tension of the results of [4] and [2] to arbitrary n» 3 is
presented.

2. First we shall list the principal notions and defini-
tions used throughout this paper.

Let K be a number field, 2 (i = 1,2,e..,0) - arbitra=-
ry sets, and let Q denote their Cartesian product: Q =

n
= X S?.i. F will always denote a function of n variables
i=1

xi (i'_- 1,2,0..,[1):

(1) F:253 (x1,x2,...,xn) --F(x1,x2,...,xn) € K.

Definition 1. ve say that F 1is reducible
to Soreau form or shortly, to S-form in its domain & if such
functions
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2 A.Adamskl

(2) X R 3x, — N(x,;) €K, 1,k =1,2,...,n

exiet that for each (x, ,x2,...,xn) € Q

(s) F(Xy,Xppeee,x,) = dot [Xf(x)]
nxn

where the indices 1,k number the rows and columns of the

matrix [ili‘(xi)] ., Tespectively. It is obvious that not
nxn
every function F described by (1) is reducible to S-form.

Let now 6u and ¢v denote two arbitrary non-empty sets,
and let ¢ be their Cartesian product, ¢ = ¢ux¢v. Consider
a function G such that

(3) G :¢ 3 (u,v) —aG(u,v) € K,

We shall define the ranmk of G (cf. ['5]) with respect to
the variables u eéu' and Vv e Qv.

Definition 2. The rank R(G) of the function
G (3) is not higher than m, R(G) < m, if such functions

U; ¢ Ou 3 --Ui(u) €K, 1i=1,2,e0.,m,

(4)

Vi 29,3 v --Vi(v) €K, 1=1,2,...,n,

exist, that

m
(5) Glu,v) = D U, (ulv,(v).
i=1

Definition 2a. The rank R(G) of G is
higher than m, R(G) > m, if it is not true that the rank
2(3) 1is not higher than a, i.e.

[R(c) > a] <> [~(r(c) < m)].
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Algebraic nomogrammability test 3

Definition 3. The function G has the
rank R(G) = 0, if G(u,v) =0, 1i.e.

[R(c) = 0] «=>[c = 0].

De finition A4. The rank R(G) of G is equal
‘to m if R(G) €< m and R(G) > m-1. Then we write R(G) = m.
From these definitions we can see that G is of rank 1
if G has the form

Glu,v) = U (u)V,(v),

where neither U1 nor V is identically equal to zero, i.e.
there is such an (u1,v1) € that U1(u1) # 0 and 71(v1) # 0.
In the flunction F (1) we can distinguish the variable
Xy for any 1 = 1,2,¢e.,n. Then, we can define & function Gi
of two variables u = x; and Vv = (x1,...,xi_1,xi+1,...xn)

in the domain

$ = 9,29, = szi;(_); 93).
J#i

by the relations

Gy : ¢ > (u,v) —-Gi(u,v) € K,

(3e)
Gi((xi),(x1,...,xi_1?xi+1,...,xn))=F(x1,x2,...,xn),

for all (x1,x2,...xn)e Qe

De finition 5. We say that P in (1) is of
rank m (or, alternatively, of rank < m, > m) with respect
to the varisble x;, if the function G, defined by (3a)

is-of rank m (¢ m or > m) with respect to u = x; and

v = (x1,ooa'xi‘_1,xi+1,¢oo,xn)o
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4 A.Adamski

Definition 6. The function F in (1) is called
nomographic {cf. L. Waraus [5]) if
1°. P can be reduced to Soreau form S, and
2°. F is of rank higher than 1 with respect to each va-
riables b i=1,2,e0e,n
In this paper a necessary and sufficiert condition for a
nomographic function of n variables is given.

3. In order to formulate in a concise way our first theo-
rem, we make use of the following assumptions and notations:

i) The ordered set {1,2,...,n} will be denoted by I.

ii) It is assumed that 51_’ 2 for all i € I, Using
this assumption we can select from each Qi two distinct
elements ay # b;, 8;,b; € Qi.

iii) The value F(x1,x2,...,xn) of the function. F at
the point (x1,x2,...,xn) will be also denoted by F‘Bxs)sel].

iv} For each (i,k) € 12, Xg

of F to the domain Q

will be the restriction
ik = X Qg Wwhere

gel
QS for 8 =1
(6) fg = {{vg} for (s #1)a(s =k

{as} for (s £ i)Aa(s # k,.

Thus we can express the values of xﬁ in terms of F in
the following way

Xg for s =1
(7) Xf(xi) def F[]zs)sel]' where z_  ={b_, for {(s8#i)Aa(s=k)
a for (s#i)a(s#k).

v) We denote further

(8a) F, def F[(as)sel] = F(a1,82,...,an)
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Algebraic nomogrammability test 5

and also

b for s =1
def ' 8

(8b) F, “2° P[(2)) where 2z’ =
i [ 8 sei} 8 a £ s 4 i.

If t, # t, (t1, t, € I) then we define

def ef bS for (s:t1 )V(s=t2)

d " -
8 F =" F " , where z” =
( C) t1t2 t2t1 = F[(zs) SGI] s aS for (S#t1 )A(Sftz).

For t, <t, <f.'3 (t1,t2,t3€I) we define

b, for s=tj (3=1,2,3)

det . ~
(84) Ft1t2t3 = F[(zévsel]’ vhere %s 8, for (5#t1)A(sft2)A(Sft3)o

From (8a-8d) it follows that for all i,k € I we have

F for 1 =k
(9) Xf(ay) ={ °
Fk for i # k,
and
F for i=k
(10) () ={ ¥
Fik for 1 # k.
vi) We shall assume that
(11) F, #0,
(12) AN [, £t) = (F £ 0,
tiel thel [~(‘ a4 4%2 ¢, ]
lel
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& A.Adamski

vii) Let us finally assume that for each t, <t2'<t3

(tje I, j =1,2,3), there are elements Tt2t3t1 and Tt3t1t2
of the field K satisfying the following system of equations

(14) T + T = F
totaty LA tytaty

(15) rtzt £, Te ¢80, =~ Fit

1 3

and for t,<t,<t;<t, (tje I, j = 1,2,3,4) the additional
systeam of equations ‘

(16) T iy T

T
t2t3t1 t4t1t2 t3t4t1 t4t2f3

{(17) T T 7 T
AR PR AR AN S AN

F F F F F F
t1t2 t1t3 t1t4 t2t3 t2t4 t3t4 )
(F,)°

There are 2 (2) equations (14)-(15) and 2 (2) equations

4. Using the above assumptions and notation we are able
to formulate the following theorem:

Theorem 1. Under the assumptions i}-viil) a ne-
cessary and sufficient condition for the function [P in (1)
0 be nomographic, is that for each sel the following iden-
tity holds in Q

(18e) F(x1,x2,...,xn) = M_ det VW,

where

(18b) Mg = -( [ Fms)/(Fo)“'z,
meI\{a}
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Now follows the proof of this theorem.

5 Proof. We shall show first the necessity of
the condition (18). Thus, we have to prove that (18a,b,c)
follows from the assumption that F 1is reducible to the S-for
(S) in the sense of Definition 6.

Under the assumption that F has the form (S} we can trea
the i-th row of the determinant on the r.h.s. of (S) as an
element of a linear vector space K™

f.’xi) = [il(xi),ﬁg(xi),...,if(xi)].

l\
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8 A.Adamski

Let h denote a linear nonsingular mapping of K? into it-
self:

h:EK*3T —h(r) =T A ¢ KB,

(where A 1is an nxn matrix) such that the value of h at
the point fi(xi) is

;i(xi) = h(Fi(xi)) = [fl(xi,’fi(xi)”'.’fil(xi)]'

Then for each 1 € I the identity

[il(xi)’g(xi)'“"iin(xi)] = [fl(xi),fi(xi),...,f?(xi)] A"1,

holds, and we have

(19) [ee] - ] o,

n

We define now h as the linear mapping satisfying the
following condition for each 1 € I:

(20) Fy(a)Pvy(a,) = [t1(a)t2(a )se.n i i(a))], whore £h(ay) < 6y

(dik denotes here a Kronecker's delta). Prom Bgs. (19) and
(20) we obtain now that

[?i‘(ai’] an - ° a7,

where J is a nxn unit matrix. Prom Eqs. (S) and (8a) we
get

(21) det A~ = det [i‘i‘(ai)] = ¥,
nxn
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Algebraic nomogrammability test 9

It follows now from Bgs. (S), (19) and (21) that

(22) P(x1.xz....,xn) = det [fli‘(xi)] “Pg.
nxn

We will be able now to express the values xf(xi) defined
by (7) in terms of the valuss f{(xi) appearing in the iden-

tity (22). Por brevity ‘s sake, we shall write xf instead
of x{(xi). Pirst, we see from Eqs. (7), (20) and (22) that
for each k € I

(23) I = Xi(x,) = £h(x, )P,
Prom the above identity and from Egs. (10) and (13) we obtain

(24) £E(b,) = 0, for each keI,

In the same way as for (23) we get for each i,k € I the
identity

(25) I = X(x) = ~fh(x,)f5(b, )P, for 1 # k,

which, together with BEq. (10) gives for all i # k, i,k € I

(26) Fyyp = -fli‘(bi)fi(bk)-l’o.

Now using the assumption (12) together with (26) we see that
for all i,k e I

(27) ek def oK(p) 0, for 14k

In a similar way as for (23) and (25) we deduce that for all

ty <ty <ty by, Ty, ty el

t, t. t t, t, t
(28) Fy o+ ¢ = (ft2-ft3-ft1 + ft3'ft1~ft2)F°‘
1¥2%3 1 %2 7% 1 %2 7t
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10 A.Adamski

Putting

t, t, t £ t, t
def "2 3 1 def .3 1 2
t.t, - Tt Tyl fy For T R T 2" ft3 Fs

(29) %
RPAEY t Tty Tty

t5%4%2 1 %
and inserting these values into (28) we obtain all (g) equa-
tions of the form (14).

Now we shall show that (29) satisfy also Egs. .(15) for
all (t,%,,t,) € 13 such that t,<t,<ty. From (26) and
(27) we get

t, t., t, t., t., ¢t
2,3 51lp3 152 2

T T =f,“f- £ 'l £ ' £° (P )° =

oty t3t,t, t, Tt, t3 t, t2‘ ty o

t t t t t
CXENENACXERENT
~f £f.' F _ Jeo|=-f £, F_Jel=£
t1 t2 0 t1 t3 o t

t
32 _
> ft3 Fo)/Fo =

-F P P /P .
t1t2 t1t3 t2t3 o)
In a similar way we obtain all (2) equations of the form

(16) for all (t,,t5,t5,t,) € 14 such that t<t, <ty <t,:

T T T T =
t2t3t1 t4t1t2 t3t4t1 t4t2t3

t, t, t t, t, t t, t, t t, t, t
2 23 p 1.3 o b pl 62 0 .03 08 10,0823 0 _
S FEgE JUES INE PR FUEE LD IS J Ml FAPS JEE F S Sy

1 % 7% 1 ¥ Tty 1 %3 % 2 %3 7%
t, t t, t t, ¢ t., t
2 1)( 3 1)( 4 1)( 3 2)
e (-£,2 £, 17 )o(-£.3 £ 1p )o[-£.4 £,1F )o(-£.3 £.2F ).
( t1 t2 0 t1 t3 0 t1 t4 o t2 t3 0
t, ¢ t, ¢
. (-ft"' ft2F )-(-ft4 ftBF ) (Fo)‘2 =
2 ‘40 3 ‘4 °
=FttpttFttFttFttFtt'(Fo)-z’
1%2 5453 Tty B2ty N0t T3y

as well es all (2) equations of the form (17).
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algebraic nomogrammability test 11

Pinally we show that the identity (18a-c) holds for F.
Starting from 2q. (22) and using (23) and (25) we get first
the values of ff(xi) for all i,k € I:

k k i .
£i(x;) = -X{/(£;F, ) for i #k,
(30) 1 }
f};(xk) = Xl;/FO.
ihen, denoting
i .
-f F for i # k,
()
(31) u,, 9¢f
ik =
Fs for 1 =k,

we can rewrite the identity (22) as

Xk
— i
(32) F(X1 ,x2,ooo’xn) = det [uik] hd Fo ..
nxn

Since all Xg (i,k € I) were defined by (7) as particular
values of P, we must now find only the elements of the nxn
matrix [uik] (1,k ¢ I). They must also be expressed in
terms of F in n different ways, corresponding to n pos-
sible values of s in the condition (18a,b,c). Using Eq. (31)
we obtain for all k e I\{s}

(33) E_ s T/ = -Fsk/Foo

For all i,k e I‘\{s}, such that i < k we have
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12 hehdamski
a a £l £k £9 £l p
(34) ik . kk - k " :% _ _8 ik "o _
W, - w. L1 - __;I_—_——_"
is ks fe fs -1y fi Po

Tksi/Fsi for s<ic<k,

for i<s<k,

i<k«s

= { Texi/Fig
Tsik/Pis for
end for k < i we get
] . Tyia/Fgs for
(35) ik, kk o /P for
uiB “ke ik’ “si
Tygx/Fgy for
Now put
o8 def Uk
- ?
k o

then, making use of Egs. (31) and (33)-(35)

i,k € I, k # s the values

( s
Uig Pk

8
Ujg Pk
<]
Uig Py

u 8
is Px

W
ik . s
is Px

8
Y Pk

8
Ujg Py

8
Uig Px

8
Ujs Pk

st/('Fo)
Fsk/('Fo)
Tyei/Fsi
Tski/Fie
Tsik/Fis
Teis/Fot
Tixe/Foi

Tisl-:/Fis
- 714 -
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hlgebraic nomogrammability test 13

Inserting the above values of the coefficients us into (32)
we got

F(Xy,Xp0e00sX,) = F, dot is,

wherer -
1 n
L8N i
B L N ] u LI N )
u,.p 8 “g1k 18 8 “sni
1871 %46Pk Fig 1spn'f___
1 k 8 n
5 5 5 x2
w, ps Tgs] e a pﬁ T 2k e Uog e WP s en2
8" F2s 28 F28 sfn o8
1 8 n
_ X 111: Xy Xy
W -=.. T [ '] *e e u e 0 T
B ks1 u, .p ks 8 “snk
uksp1 F ks"k UgaPn Fka
1 k 8 n
XB xs Xa x8
u o® Fig -u o® Pys Yss —u B Fon
ssPq Fo aaPk Fo saPn Fo
1 k s n
Xn xn Xn Xn
T LN __—_T'——too u se 0 8
8 “nis 8 “nks ns u__p
u__p u._p ns'n
i ns*1 an ns*k an .

@ see that all elements of the i-th row of det ﬁs have a com-
aon factor equal to Fis/uis for ie.I\\{s} and to -Fo/uss
for i = s. At the same time all elements of the k-th column
have the same common factor 1/pi. Thus we obtain
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14 Ao hdamski

(36) F(x1,x2,...,xn) =

=F, [ (Fyo/uyg) ] (Upi)(-l“o/uss)det L
i€I\{s} keINs)

where det Ws has the same form as in (18c). We can compute now
the coefficient M, of det W, appearing on the r.hes of
(36). Pirst we obtain

(37) M o, = 0% )™ [ 1,
1€I\{s} ieI\{s}

and

(38) n p§=(-1)“41( [ f§>'1.
keI\{s} keI\{sP

These values inserted together with (31) into (36) give

My = (' M Fis)/(Fo)n-2

ieIn{s}

which is the same as in.(183), thus completing the proof that
{13a,b,c) is a necessary condition for the part 1° of Defini-
tion €.

The proof of sufficiency of (18a,b,c) for the part 1° of
Definition 6 is extremely simple. Namely multiplying an arbi-
trary i-th row or k-th column of the s-th determinant on the
r.h.s. of (18c) by the number b, we obtain from (18a) the
identity (S).

6, Finally we shall show that the rank of our function

P (1) satisfying i)-vii) is higher than 1 with respect to each
variable > i.e. that from i}-vii) follows that F satisfies
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Algebraic nomogrammability test 15

part 2° of Definition 6. To this end we shall need the follow-
ing lemma {cf. Warmus [5]).

Lemma 1. If for any function Gi’ i€ I defined
by (3a) there are such elements uy,uy, € §, and v,,v, € §
that

Gi(u1,v1) Gi(u1,v2)
(39) £ 0,
Gi(u21v1) Gi(u2’v2)

then Gi is 'of rank higher than 1 with respect to the variab-
le Xj.e

Proof. From assumption (39) one can see that the
rank of Gy is higher than 0, since Gy # 0. If we assumed the
rank of Gi to be equal to 1 i.e. Gi have the form

Gi(u,v) = U1(u)V1(v), where U, # 0, vy # 0,

the determinant in (39) would be equal to O for all u € ¢u
and V ¢ ¢v, which would contradict our assumption (39). Thus
the rank of Gi cannot be 1 nor\o, so it must be higher than
1, R(G;) > 1.

HMaking use of this lemma we shall show that the rank of F
under the assumptions i)-vii) is higher than 1 with respect

to each variable x. i € I. Futting

1'
Qg = a4, up = by
v, = (31,...,ai_1,ai+1,...,ah_1,ak,ak+1,...,an)
Vo = (81seeerdy 085 900 aBp 10 DpaBp qeennay)

and inserting these values into the determiaant (39) we obtain
using definitions (3a), (8a)-(8d)

Gi(u1,v1) Gi(u1,v2) F Fy

"
hS
C

) I S
Gs (upyvy) Gy (uy,vy) i oy
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16 A,Adamskl

since we have assumed (of. (11)-(13)) that P # 0, Fyy # 0
and P, = F, = o. Thus according to Definition 5 function F
is of rank higher than 1 with respect to each variable X4
iel,

In this way we have shown that according to Definition 6,
the function P in (1) satisfying the assumptions i)-vii) is
nomographic if and only if conditions {18a-c) are satisfied.
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