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PREDICTION AND TESTING IN A GENERALISED LIFE TEST

A generalised l1ife test model involving Laguerre Polyno~
mials 1s considered, Using this model, a procedure to test a
hypothesis concerning the equality of parameters in {p+1)
Weibull populations is developed. Secondly, the prediction
probiem is considered, Using this above model, the sum total
of the observations in a future sample from a Welbull popula-
tion is predicted in terms of earlier samples and for this
purpose, a predictive distribution is obtailned.

1, Introduction

Life test models are often represented by general func-
tions, in addition to being represented by simpler models such
as exponential and gamma distributions. One situation is Zelen
and Donnamiller ﬁ2] where they have introduced a gensralised
life test model involving Laguerre polynomials and they have
obtained the distribution of fthe sum of n~independent obser-
vations from a population represented by this general model,
They have also shown that the distribution of the sum of n-in-
dependent Weibull variables can be approximated by the above
distribution. Basu and Lochner [1] have used this approximate
distribution to develop a procedure to test the hypothesis of
the equality of parameters in two independent Weibull popula=~
tions, In this paper another test procedure is developed in
which the distribution of the statistics turns out to be a li-
near combination of Dirichlet distributions. This statistic is
used to test whether the parameters in (p+1) independent
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2 G.S.Lingappaiah

Weibull populations are equal or not. In this connection, it
may be noted that Glaser [2], [3] has developed a statistie

in terms of the ratlo of geometrio mean to the arithmetio mean
of gamma variables and the distribution of such a statistic in
terms of Dirichlet distribution is used to test the equality
of varianges in k normal populations, This author has dealt
with some properties and gensralisations of Dirichlet distri-
bution in [8], [9]. Next, the problem of prediction is taken
up, Literature on this subject of prediction is quite large,
For example, Lawless [5| predicts an order statistiocs in terms
of the sum of order statistics. Lingappaiah [6], [7] predicts
an order statistics in terms of another order statistios,
Kaminsky [4] gives the extension of the results of Lingappaiah
[6] and Lawless [5]. Lingappaiah [10] uses this Bayesian
approach with reference to reliability. Here, p independent
samples from a Weibull population are considered, First by
using a suitable prior g(e&) and the data from sample 1, a
predictive distribution is obtained at the second stage (sam-
ple 2), by taking the posterior at stage one (sample 1) as

the prior for seccnd stage. Similarly continuing on this way,
the posterior at stage (p-1) is taken as the prior for stage p
(sample p) and a predictive distribution is obtained at sta-
ge p, from whioh the sample total at stage p can be pre-
dicted by using similar totals at earlier stages (Samples),

2. The test procedure
Generalised life test model as given by Zelen and Donna-
miller [12] in terms of Laguerre polynomials is

k
X
(1) f{x) = F%&%TT 2{: asﬁz(x), x>0
8=0

«>=-1, k a positive intéger and ﬂ:(x) is the Laguerre Po~-
lynomial
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Generaliiged 1life test 3

(2) gx) = >~ (2*3) (-x)i/3
3=0

and ag s in (1) ere suitably chosen with a = 1. Also from
Basu and Lochner [1], we have the approximate distribution of

n

the y =0 >  x., [c. is as in (7a) below], where x has
. 0 i=1 e o] .

the Weilbull model

-1
(3) £(x) = gx: 8Xxp [‘x9/8] X,0, 9>0,

ag

nk
(4) £3) = ) o ragy & 3 1T ),
8=0

where N = n{x+1) and oy 1is the coefficient of t3 in the

expansion of

4

!

(5) [1 + (O"1"1) agt + <°‘;2> a2t2 Feoot Kaik) aktk]n.

From (5) it follows, for computational purposes,

8
te) %,n = jZo g-gnet (*3) 25

Basu and Lochner [1] use (4) to develop a procedure to test
81 = 82 where 81 and 82 are the parameters in two popu-
lations following (3). Suppose, we have (p+1) independent po-
pulations each reprqsented by (3) with parameters 81,82,...
...,8p+1 and common ¢ , ‘the sum ¥y in the sample of si-
ze n; from the i-th population has the pdf similar to (4)
with k; replaced for k in (4) and Ny = n; (x341), (may
be common « ). Then the joint distribution of these p+1 sample
totals can be expressed as (taking Ni as integer, i=1,2,e40
eseyptl)
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p+1 MKy 84 ) jieyiylfi*%"

s.\(-1)
(7) f(y goceyy )= ¢4 (-1> =

where
ro
(7a) ¥y = LQ xijJ/ WG e 1) - oo Lixyj
j=1
and Qg is the coefficient of t °1 in the expansion of
i’

n.
o, +1 A, +2 0£+k k.|t
i 2
(8) [1 + (11 ) a1(i)t+< 5 >ag(i)t +...+< kil>ak(1)t il

31(1),.0. ak(i) are Similar to 81’00- ak in (5)0

Let
(9) Zi = yi/ypi"]’ i1i=1,2,0e¢ py zp+1 = yp+1'

The Jacocbian of transformation is lJI = zgn and using
|[3] in (7) and integrating out 2,419 We have the joint pdf
of ZqsZpssee zp as

p+1 8. ji
(10)  £lzqyeeapzy) = [ [ > Z[ <J;> (-1) /[_‘(Ni+ji{|x
i=1 8 'ji
N.+3,.-1 N +
[ e e Mg
x| — I :
L (1+z1+...+zp) +J

where N = N1 + eee + Np+1, j = jo] + ees + jp+10
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From (7a), we have

- 8 fal/ A 1/9
(11) 23 '[“1 8,1 9]/[";”1 8p+1/'3p+1 ,
n
where ﬁi = ;éi xij/ni and now we have to evaluate Cqsese cp
(say with ny = +u0 = np+1) as

(¢}

[+]
(12) f cee f f(z1,... Zp; 91=....=8p+1)dzp...dz1 = 1=
0

and
¢y c
(13) j . j £z 00 2,3 61,62,...,ep+1)dzp...dz1 =f,
0 (0]
Now using
a-1 . ; o
(14) 1 - +o= —7——}
B(a b) f (1+x)a+b [ 2;; ( m )(1+y)b+m
we ocan write (12) as
n.k 8
p+1 i1 8 j
i i
(15) S TT 22 20 () w00/ Trag | o]
1=1 { 8720 j;=0

]
1

-1= my -,
¢(l)c 1 i Z1
J oy |

1
1530 WET: :
1
<1 " °13>Do+ A
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Where 11,000 ip = 1,2'000 p and 11 >i2 > se e > ip,

dy = Fy+ds, dy =Dy =dpq, Dy = > dy
-0

and ¢(1) 1is the product of complete beta functions of the
type B(a,b) and the summation :Z: is on the permutations

of 1i,,ese 1;. For example if p =2 (to test 84 =6, = 83),
ng =2, kg =1, @ =1 (Ng =4), d; =N;+j; = 4+, 1=1,2,3
we get the terms in the last braces in (15) as

(D +mq -1 ¢4
(16) B(d,,Dq)B(dy,Dy) | 1 E — i,
m1-0 (14c4)

d2-1
D1+m2-1 | o,
- :E: m, sy B(dz,D1)B(d1,D0+m2)x

d1-1 m,

. 1 } :E: Do+m1+m2-1 G4
D0+m2 m, Do+m1+m2
(1+c2) my =0 (1+c,+c

Similarly fp in (13) can be computed. In (16), ¢qs¢, such
that (with dgy = Dy = d3)

¢q C2
{(16a) j f f(§1,z2,e1=92)dz2dz1 = 1=-9,
0O 0

:C omments: For simplicity, we can set all ny = n
and ki'= ky, 1 = 1,2,eee,p+1, though in practice, it may not
be feasible., If these are not equal, computation will be
slightly complex. Also, if all the ni's are equal, it may set
a limit on the power of the test. We have also set n,(w;+1)=Ny,
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an integer which mesy not be a severe ristriction. When y ‘s
are not integers, the problem may be the choice of ai(J)'s,
J = 12,000 ki, i=1,2,00esp+1 1in which one way may be the
method of moments used by Basu and Lochner [1].

3. Predictive distribution
Now consider (4) where

(17) y = 9z/e1/9r(1 + 1/p)

n

with 2 = 2 x;. Set ¢ =1/, d =["(1+c). Draw a sample
i=1 ’

of 8ize n from the Weibull population denoted by (3) and

using a prior for 8 as
c
(18) g(6) = o'/® (c/e°*Y), >0,

Now we can write (4) using (17) as

nk sy . p a,
(19) f(z1|8) = Z Z RJD ozs1 1 (-1)"Y(1/cas®) jlx

§,=0 31=0

d,-1
Xl:e-21/6°(0d) 211 /r(d1 )}.

Now integrating out © from f(z|e)g(8), we get

. dq-1
mk 8y o 1<§1>(_”31(z1/cd)1 [lag+1)
127 \9q
(20)  flzg) = D > e

=0 j,=0
54=0 3 (Tta)] [1 Al
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n
with z, = :é: xy from the sample 1 and g is similar

i=1
to (8) with k and o instead k, and o,. Next take a
second sample of size n, and the corresponding pdf of Zo
that is, f(z,18) which is eimilar to (19) and taking the
posterior at stage 1 (sample 1), that is, f(elz;) as the
prior for the second stage and along with f(zzle) we get
the predictive distribution at stage 2 by integrating out 8
from f(zz|e)f(e|z1 as

191

> nsk By di'1
(21) f(22|z1) = ]_—l Z < >(_1) X.
i=1 si-O ji-
d1+d2+1

K[T’___lr—(dﬂ (d2)][r(d1+d2+1):l/|:1 +Z3222]' [cd] 2

+ [Expression (20]]

with d; = Ny+jg, i = 1,2,

. Continuning on this line and taking the prediction at stage
(p~1) as the prior for stage p and using the pdf of =z at
stage p,  that is f(z_le) which is similar to (1%) and in-
tegrating out 8 in f(zple)f(6|z1,...,z _1)» we get the
predictive distribution at stage p (sample p) as

(22) f(zp]z1,...,zp_1) =1p(z1....,zp)/w(z1,ze,...,z )y

p=1

where

n n k

(23) W(Z ....,z )= [—[ Z Z ( > ‘1) 1 (z /Cd) i [‘D(z.]o--nzm)]

i=1 s.-O Ji_o

- 478 -



Generalised 1ife test 9
with

[r(d1+...+dm+1 )/r(d1 )...r(dm)]

d1+o . .+dm+1 *

(24) ¢(z1,...,zm) =
(cd )m[1+(z1+. ..+zm)/cd]

In (23) o g i's are similar to (8) except k;,% replaced
i’

by k and o« . Now using (14), we can write the probability
P(zp>ap) = 1=« as, that is

a
P
(25) (“! f.(zp|z1,.b..,zp_;l )dzp = 1=
knp sp i /e
(26) (1"(1) = Z Z (-1) p<‘jp> as ’p 1P(Z1,...,Zp_1) had
s =0 j =0 P p
p p
da -1 m
P /D' _.+m -1 a \ P
. =1
- K P o P >W1(Z1,ooo'zp_1) (E‘E‘) /[lli(z1,...,zp_1)],
mp=0 P

where kP1(z1,...,Z ’ is W(z1,...,zp_1) with ¢(Z1,ooo,z

p=1 J

replaced by ¢1(z1,...,zp_1) with

p=-1

(27} ¢1(Z1,...,z ) =

p=1
D _,+m p=1
a _ -1
<[, )/[1 + 55+ sp_1] P p[q F(dj):l (ca)P=t,
. 3=

where §p-1 = (z1+...+zp_1)/cd, D;)_1 = dy+eeedd g
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The procedure to operate (22) and (26) is as follows:
a., Draw .a series of (p-1) independent samples from the Weibull
population denoted by (3) of sizes DysBpyeeeshy g
b. Compute ZysenesZ g from these (p-1) samples,
c. Set them all in (22) which turns out to be a function of z,
alone or put them directly into (26),.
d. Now obtair a prediction interval for z_ in the future
sample of size n, using (26) or (22) of size (1-o},
for chosen « ,
Comments: Now, in this section, we have only one
k instead of (p+1), ki's in the previous section. Similarly
« for <xi's. We have now Nyseeeyn gsimilar to previous sec=-
tion, But now p 1itself is a variable which shows how many
samples we are going to consider for the prediction in the fu-
ture sample., The smaller the p (that is, less number of sam=-
ples to consider) less will be the computational work load,
since now, we will be dealing with less number of summations
in our computation., However, the larger the p, prediction
result will be better, since the prediction depends now on
larger number of observations. In the same context, one may
consider whether it is better to take small ni's and large p
or the other way, that is, small p and large ni's. This may
very well depend on the nature of the experiment and the avai-
lable economic vesources for the cxperiment and also on ths
aaount of accuracy desired on the predicted value. Also, the
choice of tae prior may be of interest., We have chosen the
simplest form of the prior to keep the algebra and
the computation simple, though the central features of the
procedure remains unaltered with more complicated priors,
Finally, our proocedure of taking priors at a certain stage
as the posterior of the earlier stage is quite logical in the
sense, we carry along all the available information up to the
noint of prediction. Assumption that b is known may not be
too restrictive. Otierwise, thes analysis and computation be-
comes complex.
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