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1. Introduction 
The composite mixed Hilbert-Riemann problem in the class 

of analytic functions has been considered by I.S»Rogozhina 
[4] and Lu Chien Ke [2], and in the class of pseudoanalytic 
function by J.Wolska-Bochenek .[V]. In the above-mentioned pa-
pers the authors were seeking a -solution to the Hilbert-Rie-
mann problem in the class of Holder functions in connected 
and multiconnected domains. The present paper provides a ge-
neralization of these results with respect to the class in 
which the solution is sought. Namely, we solve a non-linear 
Hilbert-Riemann problem with boundary conditions of the class 

2. The formulation of the problem 
Assume that in the complex variable plane S we are gi-

ven a doubly connected domain D+ bounded by two non-inter-
secting closed Lapunov curves L and LQ. The curve LQ 
comprises the curve L. The orientation of L and 1Q is 
selected in such a way that the right-angle rotation from the 
positive direction of the tangent to the interior normal with 
respect to the domain D+ is consistent with the rightangle 
rotation from the real axis OX to the imaginary axis OY. 
Let D~ denote the domain lying inside the curve L, where 
we assume that the origin of the coordinate system lies within 
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2 A,Hac, R.Síysz 

D . Y'ithout loss of generality we may assume that L Q = 
= jz:|z| = "lj, is a circle comprising L (see [3], p.37). 

V.e introduce the following notation: S = D" u L u D + u I 0 j 
S" = S \ S . 

The non-linear Hilbert-Riemann problem to be investigated 
here consists in finding a function 0(z) sectionally holo-
morphic in the domains D + and D~, whose boundary values 
0+(t) and 0~(t) satisfy, almost everywhere on L and I 
respectively, the boundary conditions: 

( 1 ) 

(a) 0 +(t) = G(t)0"(t) + g[t,0+(t),0"(t)] , t 6 L, 

(b) Re[c(to)0+(to;] = H(t0), t o € - L o ' 

where the functions G,g,c,H are given. 
To solve this problem we make the following assumptions: 
I. The complex function G(t) defined for every t £ L 

satisfies HSlder's condition 

(2) G(t) € H^tl.l^.kj,) and A G ( t ) ^ 0 , 0,1>. 
t £ L 

II. The complex function g(t,u.,,up) is defined in _ oc 
the domain t 6 L; u 1 fu 2 e E and belongs to the class 
i.e. it satisfies the inequalities 

(3) 
g(t,uru2)||L < Mg 

P 
||g(t,uru2)-g(t',u;,u^||L ^ k g M l a + k'gÍvS||L p

+|h 2- u¿||L p] 

where p 6 (1,+ °°), ot e (0,1 > , M , k g, k^ > 0 are constants. 
III. The complex function c(tQ) is defined for every 

t e L and satisfies Holder's condition o 0 

(4) c(t0) 6H | ,(l 0 lM 0 fk c) l {¿e(0f1>. 

IV. The real 
and belongs to L 

IV. The real function H(t ) is defined for every t e L oc 0 0 0 
P 

- 360 -



Hilbert-Riemann problem 3 

(5) H(tQ) 6 L p (L 0 ,H H ,k H ) , P 6 ( 1 , + oo), a 6 (0,1 > , i ^ , kR > 0 . 

V. The index of the problem s a t i s f i e s the condition 

ind[G(T)]L = 2 » T l n [ G ( t ) ] L = [arg G ( t ) ] L = * H > 0 , 

= ? [ a r S ^ V ] = «R > 0. ind 
c i t . 
C (t 2Jri In c ( t 0 ) 

3. The solution of the problem 
Making use of the theory developed in [ 2 ] , [ 7 ] , we can 

s ta te that i f the problem (1) has a solution 0 ( z ) , then 

( 6 ) 0(z) = ^ ( z ) + Xn (z )0 o (Z) ; 

the function 0^(z) i s a solution of the Hilbert problem and 
i s defined by the formula 

(7) 0Az) = - 4 - r - dr + x1 (z )P1 ( z ) , 1 d 1 J / - . » /»_ 1 I I 
M (r) (7 -z ) 

where P-j(z) i s an arbitrary polynomial and X^(z) i s a cano-
n i c a l solution of the homogeneous Hilbert problem [see [3]] 

(3) X } ( t ) = G( t )X^( t ) , t 6 L, 

and i s defined by the formula 

(9) X ^ z ) = 
z exp r ^ z ) , z « C+ u 1 0 u S , 

expT 1 ( z ) , z e D~, 

where 

(10) 
r 9f 

r 1 f in U H G ( r J 
r i ( z ) = W T J g - z d g ; ' 
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A.Hac, R . S ï y s z 

the f u n c t i o n 0 Q ( z ) f rom (6) i s a s o l u t i o n o f the Riemann 
problem ( c f . ( 1 6 ) ) 

(11) R e [ c ( t o ) x | ( t o ) 0 ; ( t o ) ] = H ( t o ) - R e [ c ( t o ) 0 | ( t o ) ] , t Q 6 L Q , 

and can be expressed by the f o r m u l a 

(12) 0 o ( z ) = J j 0 3 ( z ) + (z )J + X 0 ( z ) P 0 ( z ) , 

where P 0 ( z ) i s an a r b i t r a r y po lynomia l and 

(13) 

(14 ) 

(15 ) 

(16 ) 

(17 ) 

( z ) _ V ^ i f _ w 
r z ' - x i J y+ " Zr, « L „ 1 

l 0 0 0 
0 

V V = H ( V - R e ^ o K ' V • 

X 0 U ) - I 

const exp r Q ( z ) , z € S \ L 0 , 

const z e x p r o ( z ) , z e S ~ , 

r 0 < " > - s r / 

I n 0 c ( 7 0 ) 
d V 

T T 
The canon ica l s o l u t i o n s X . , ( t ) f o r t € L , X 0 ( t Q ) f o r 
t 6 L s a t i s f y H o l d e r ' s c o n d i t i o n o o 

(18) ¿ f ( t ) e H ^ Î L . k j ,Mj. ) , X ^ ( t Q ) e H ^ Î L j j . k j ) , ¿ t f i ( 0 , 1 > 
V1 Ä 1 o o 

and the i n e q u a l i t i e s 
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Hilbert-Riemann problem 5 

(19) 0 < n^ < X7(t ) < Mjj , 0 < m̂  x ; < v 

where m̂  , m̂  , M̂  , M̂  are lower and upper bounds of 

Holder's c o e f f i c i e n t s of the canonical solution of the r e s -
pective Hilbert problems. 

Applying Sochocki-Plemelj 's formulas [3] to the function 
0 j ( z ) given by ths formula (7),we obtain the system of i n -
tegral equations 

1 r . , X+(t ) , g [ r X ( r ) , 0 : U j l 
V ( r ) ( r - t ) d 7 + 

(20) 

+ x + i t j p ^ t ) , 

2 j r i I x + ( r ) ( r - t j 1 1 

'lie introduce the following notations 

0 + ( t ) for 3 - 1 , 

(21 ) Y . ( t ) 
J 

6 j [ t , ( f 1 ( t ) , < f 2 ( t ) ] = . 

0 ~ ( t ) for j = 2 , 

i ^ ( t ) P 1 ( t ) for j = 1, 

) P 1 ( t ) for j = 2 , 

[ t , f l i t ) ,cp 2 ( t )] for j =1 , 

f a ( t ) - I 
2JTi L x + ( t } ( r - t ) 

( t ) j eQr.f-! ( t ? . y 2 ( g ) ] 
2jri L x + ( r ) ( r - t ) 

d z 

di 

for j = 1, 

for z = 2, 
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6 A.Had, R.Siysz 

With the above notations the system (20) can be written in 
the following form 

(22) f 3( t ) - g j [ t .^(tj^git)] + fj(t) + Yj(t) for 3-1,2. 

Putting 

(23) 
f°(t) * [</>1 (t),f2(t)] , <f1(t) = *(t), C(t) = [0+(t),0~(t)] , 

<p2(z) = 0o(a)f <p3(z) = 03(z)t. f4(t0) = 04(to) 

and making use of the equalities (21) and (22), in view of 
the formulas (6), (12), (13) and (14), we obtain the following 
system of strongly singular integral equations 

f1(t) - <j»°(t) + x1 (t)<p2(t)f 

f2(z) « J [<P3(zJ + f3(z)] + XQ(z)P0(z), 
(24) Xjz) , <f>4(r0) 

<f 3^ — f e r i ^ 

«f4(t0J =H(t0) - Re[c(t0)^c(t0)] 

Lo
 x ( ? 0 ) ( V a ) 

If the problem (1) has a solution of the form (6), then the 
system (24) has a solution and conversely. 

Before we show the existence of at least one solution of 
the system (24) with the help of J.Schauder's fixed point 
theorem [ 5 ] , we state some lemmas. 

L e m m a 1. If the function g(t,u1,u0) satisfies 
the assumption II, then the function <p°(t) defined by (22), 
(23) belongs to the class L^, where 0= min(a,(jL). 

P r o o f . 'Ve make use of the results obtained by 
B.W.Chwedelidze [ 1 ] and R.Siysz [6], According to the assump-
tion II the function g(t,u1,u2) satiefies the inequality 
(3), hence wo have 
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g [ t , f | ( t ) , f 2 ( t ) ] e L p ( L , M e , k g + 2 k k g ) , 

w h e r e k i s a n a r b i t r a r y f i x e d p o s i t i v e n u m b e r . I n v i e w o f 

{ 2 1 ) , we h a v e 

g ^ t ^ t ) , ^ ) ] 6 L j [ L f \ M g , \ ( k g + 2 k k g ) j , 

S 2 [ t , «p n ( t J . ^ 2 ( t ) ] e I® 

M,, Mv 

1 1 X<t 

ft 1 L e t M - min ^ , ^ — J * t h e n w e h a v e 

[ t , ^ ( t ) f ? 2 ( t ) J 6 L p | L , l . I M g , M ( k g + 2 k k g ) + k x L l J , j = 1 , 2 . 

The f u n c t i o n s f ^ ( t ) d e f i n e d by ( 2 1 ) b e l o n g t o t h e c l a s s 

. a 
M-« 

L , a 
M„ 

1 TT - '" M „ » a 0 — — M _ + a , — M k „ + 2 k k ' l + T F 1 k T M 

The f u n c t i o n s Y j ( t ) d e f i n e d by t h e f o r m u l a ( 2 1 ) s a t i s f y 

c o n d i t i o n s ( 1 8 ) , ( 1 9 ) and we h a v e 

Y . ( t ) e P „ , IL, k Y + k p ) , j = 1 , 2 . 
1 ' '1 1 1 '"'I 1 

v/e a l s o h a v e 

( 2 5 ) < f ° ( t ) e L 

+ k,. 

M, 

L,LGI + a 1 — ! - 1Ï +LL. P T , U ( k + 2 k k ' ) + g 1 m r g ^ X 1 ' g g 

iîv 

1 a I 

? + " p k X + MX k P 
A 1 g 1 A 1 À 1 M A. M 
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8 A . H a c , R . S t y s z 

w h e r e (3 = m i n ( o i , £ i ) . L e t us d e n o t e 

M+a 
My My My 

A 1 A 1 M 1 A3, a 2 mv = A, 

We t h e n h a v e 

(26) <p°Ct) e Lp [L,AlMg+MXiPXi, A2(kg+2kk^) + A ^ Wi + 

+ A 4M g +M p ik X iM X ik pJ , 

where A1,...,A/1 are constants dependent of M,r , mY , la. I T " -̂--j 
L e m m a 2. If the functions c(t ) and H(t ) sa-

0 /3 
tisfy the assumptions III and IV, respectively, and y (t0) 6Lp, 
then the function cp^(to) defined by (24) belongs to the 
class L^. 

P r o o f . Making use of the assumptions III, IV and 
of the Lemma 1 we obtain 

( 2 7 J 

0 

• ( / | h < V - H e [ o ( t 0 ) f ( t 0 ) ] | P d t ^ i 

(i I-«*, 
1 

d t l P
 +| Re [c(to)<p°(tor 

1 
p \p dt. 

^ I n 2 C 1 g ^ 1 d g J 
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Hilbert-Riemann problem 9 

( 2 8 ) / ( V A t 0 ) - f 4 ( t o ) | = ( J | / ( V A t 0 ) - / ( t 0 ) | P d t ^ p ^ 

4(1 | H(t 0+At 0) - H(toi 

( j [ | R e [ c ( t o + A t o ) < p ° ( t o + ^ f c o ) - c ( t o ^ o ( t o ) _ d t i < 

^ b 3 k H At, 01 + b4Mc[A2 ( kS+2kk^}+A3kX iMg +A4Mg +Mp ikX i 

+ IL. k-p. J:1 
At, a 

+ bck (All'i +Myr PY ) 5 c 1 g X̂  X1 
At, 

< [ B 4 + B 5 ( k g + 2 k k S , + B 6 k X 1 V B 7 M g + B 8 M P 1 k X 1 + 

where fi = m i n i c i , B ^ ( i = 1 , . . . , 1 0 j are positive constants 
depending upon MUf krr, M., k . 

a A 
L e m m a 3. I f the function u> (? ) belongs to L^ 

T O q P 
in agreement with Lemma 2, then the function f {zi defined 
by the inea l i ty (24) belongs to the c lass L^. 

P r o o f . The proof of th i s lemma follows from the 
papers of B.W.Chwedelidze [ l ] , R.Siysz [ó] and from Lemma 2 . 
Hence we have 

(29) ? 3 ( z ) fc L^ L 0 ,B 1 + B 2 M g + B 3 M X 0 P X 0 ' W k g + 2 k k g } + 

+ B6kX oMg +B7Mg +B8MP okX o +B9MX okP o +B1 ^ P ^ 

where B̂ ^ ( i = 1 , . . . , 1 0 ) are posit ive constants. 
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10 A.Hac, R.Siysz 

L e m m a 4. I f z) 6 L^, then f 2 ( z ) given by 
(24j a l so belongs to L^. 

P r o o f . Lemma 4 fol lows d i r e c t l y from Lemma 3» i f 
we apply to (24) the formulas given in [3] ( p . 4 2 ; . Namely 
we have 

(30) f2(z) S[lJ L0,3i,+B^ig+B^PXofB^+B^(kg+2kkg; + 

where B..' ( i = 1 f . . . , 1 0 ) are p o s i t i v e c o n s t a n t s . 
L e m m a 5. I f <f°(t) fe i f , <P2(t) 6 l J , X n ( t ) 6 H^, 1 . A P I- 1 

then cf>Ut) 6 Lp. 
P r o o f . Lemma 5 fo l lows from Lemma 1 and Lemma 4. 

Hence we have 

(31) f 1 ( t ) e l £ { l , Mg+L^i PXi + k x ^ ( E ; +B'2Mg+B^XoPXo ), 

A2 ( kg+2kkg )+A3kXiMg+A4Mg+HPi k ^ ^ k ^ + 

+ \ [ B i + B 5 ( V 2 k k g ) + B ^ k X 0 V B 7 M g + 

+ B̂ M k x +B^HX k ? +Bl '0Mx Px ] ] . 
0 0 0 0 0 oj 

Prom the lemmas given above i t fo l lows t h a t the f u n c t i o n s 
(z) belong to the c l a s s I m L ) , Hence 

i t s u f f i c e s t o make use oif Schauder ' s theorem to show t h a t 
the re e x i s t s a s o l u t i o n of the equat ion which i s the superpo-
s i t i o n of equat ions (24) . To t h i s aim we consider the f u n c t i o -
n a l space A 

c o n s i s t i n g of a l l p a i r s of f unc t i ons ^ ( t ) = 
= [<f] ( t ) )] i n t eg rab l e on the curve L with the power p. 
In t h i s space the norm i s def ined by the formula 1 
(32) cp i(t) = . ^ J j l ? 5 ( t ) p d t ) P ' p 6 ( i ' + o o ) * 
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Hilbert-Riemann problem 11 

The operations of addition and multiplication by a scalar are 
defined in the usual way. With this definition, A is a Ba-
nach space. In this space we consider the set Z((),ie) of 
points such that 

(33) <f1(t) e Lpilt.?.*), 0 = min(a,£<), 

where Q and ae are arbitrary fixed positive constants. The 
set Z is convex and closed. Let us transform it by means 
of the formula 

(34 I ^ 1(t) = f°(t) + z1(t)^2(t)f 

where (t) is formed by substituting to the first of the 
equations (24) in place of cp (t) the respective functions 
from the remaining three equations in (24). The formula (34) 

1 1 associates to every point <p (t) e Z a point if (t) 6 z'. 
~Je shall find conditions assuring that z' C Z. 

L e m m a 6. If the constant k^ is sufficiently 
small, then z' is a subset of Z. 

P r o o f . From Lemma 5 we infer that the operation 
defined by (34) transforms the set Z into its subset z', 
whenever the following inequalities hold 

(35) 

A1 W X 1 + k * 1 ( V B 2 V 3 3 \ V * § ' 
A„(k +2Xk'„ )+A,k, IJ +À-LL+1L, kv +MV k-, + 2 g 1 4 g r-| X^ X1 ? 1 

+ H ^ [Bi+B5 < V 2 * k g ) + B ^ X q V B ' 7 M g
 + 

+ B^Mp kx k p Px . 
0 0 0 0 0 oj 

The inequalities (35) hold for any selection of the constants 
g and % if we have 
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12 A.Hac, Jl,Siysz 

(36; 2k^(A2 +B^i ) < 1, 

i . e . i f 

(37) k_ < 1 

2 (A0+Bc-!vLr 2 5"' 

where Ag and B^ are positive constants depending upon 
/ I »it-

/ l m,, , fii,- and M = min ~, 0 „ 
V x i V2 2 m x , 

I f the consition (37) holds, i . e . i f the constant k 
i s s u f f i c i e n t l y small, then the set Z i s a subset of Z. 

L e m m a 7. The transformation (34) of the set 2 
i s continuous with respect to the norm of the space A. 

P r o o f . I t suf f i ces to show that i f a sequence 
r (n) 1 i 1 
<p ( t ) j £ Z i s convergent to a function f'(t) 6 Z, then 

f(n)1 1 
the sequenced ijj ( t ) j 6Z i s convergent in norm to the func-
t ion i|i1(t) e Z according to the formula ( 3 4 ) , i . e . 

(38) 
(n)1 (n) (n)„ 
^ 1 ( t ) = <p ° ( t ) + X ^ t ) cf 2 ( t ) . 

Making use of the notation (21) , the equation (22) and the 
assumption (3)»we obtain 

if 1 ( t ) - Y ( t ) = tp °( t ) -<p°(t ) 

(n) 

+ 
(n) 

X ^ t ) 
(nj;, 

c. 

»r \ni \ni 

S j h » «f 1 ( t ) » <f 2 ( t ) 

tin) 

cf "(t)-f ( t ) 

- g j ( t ) , cp 2 ( t ) 

+ || f j i t j - f j i t ) X ^ t ) 
(n) 9 o 
? 2 ( t ) -<p 2 ( t ) 

2k ._ — + 2k„M-i T Cl„»o iUv 1 
g 6k' g 1 6k' 1L 6 2 X1 6k M«My g g 1 g 2 X1 

+ 2k l O L 6 £ 

(n> N1 ) (n> U2) (n> H3) 
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Hilbert-Riemann problem 13 

f o r n = max(N^ .Ngfl l j ) . M̂  and Mg are pos i t ive constants de-
pending upon n^ . Henoe the t ransformat ion (38) i s con-
tinuous in the norm of the space A . . 

L e m m a 8« The transformed set Z i s compact. 
P r o o f . Prom the i n e q u a l i t i e s (35) i t fol lows tha t 

the func t ions «/ ' ( t ) defined by (34) are j o i n t l y bounded 
and continuous, hence Z' i s compact ( [8] , p .27) . 

We see tha t a l l the assumptions of Schauder 's theorem 
are s a t i s f i e d . Hence there e x i s t s , on the curve L, at l e a s t 

*1 A one so lu t ion <p ( t ) 6 L^(L,gtde) of the equation being the 
superpos i t ion of the equations (24). Subs t i tu t ing the so lu -#i * t i on cp ( t ) in to the equation (6) we obtain a func t ion <f>(z) 
which i s s ec t i ona l l y ana ly t i c i n D+ and D~, and i t s boun-
dary values s a t i s f y the condit ions (1) . 

V7e can now summarize our r e s u l t s in the fol lowing theorem. 
T h e o r e m . I f the given func t ions G( t ) , gf t jU-pUg), 

H ( t o ) , c ( t Q ) and the index of the problem (1) s a t i s f y the 
assumptions I-V, and the constant kg of the problem s a t i -
s f i e s the inequa l i ty (37), then there e x i s t s a t l e a s t one so-
lu t i on # ( z ) , par t ly holomorphic in the domains D+ and D~, 
whose boundary values s a t i s f y almost everywhere the boundary 
condi t ions (1) . 
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