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A NON-LINEAR HILBERT-RIEMANN PROBLEM
WITH BOUNDARY CONDITIONS OF THE CLASS L;

1. Introducetion

The composite mixed Hilbert-Riemann problem in the class
of analytic functions has been considered by I.S.Rogozhina
[4] and Lu Chien Ke [2], and in the class of pseudoanalytic
function by J.Wolska-Bochenek.[?]. In the above-mentioned pa-
pers the authors were seeking a solution to the Hilbert-~Rie~
mann problem in the class of Holder functions in connected
and multiconnected domains., The present paper provides a ge-
neralization of these results with respect to the class in
which the solution is sought, Namely, we solve a non-linear
Hilbert-Riemann problem with boundary conditions of the class
Lp.

2. The formulation of the problem

Assume that in the complex variable plane E we are gi-
ven a doubly connected domain D* bounded by two non-inter-
secting closed Lapunov curves L and Lo. The curve Lo
comprises the curve L. The orientation of L and Lo is
selected in such a way that the right-angle rotation from the
positive direction of the tangent to the interior normel with
respect to the domain D' 4is consistent with the rightangle
rotation from the real axis 0X +to the imaginary axis 0Y.
let D~ denote the domain lying inside the curve I, where
we assume that the origin of the coordinate system lies within
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2 L.,Haé, R,Siysz

o« without loss of generality we may assume that L
{ z] = 1} is a circle comprising I (see [3], p.37).
e introduce the following notation: S = D~ UL\JD+\JLO;
T = E\g.

The non-linear Hilbert-Riemann problem to be investigated
here consists in finding a function ¢(z) sectionally holo~-
morphic in the domains p* and D”, whose boundary values
gt(t) and ¢7(t) satisfy, almost everywhere on L and L
respectively, the boundary conditions:

0

(a) #%(t) = a(t)e™(t) + g[},¢+(t),¢'(t)], t e L,
(1)
(b) Re[c(to)¢+(to)] = H(t ), t e.L

where the functions G,g,c,H are given,
To solve this problem we make the following assumptions:
I. The complex function G(t) defined for every t ¢ L
satisfies Holder’s condition

(2)  alt) e B(D,ly,k,) ana /\ Glt) £0, pelo,1>.
tel

II, The complex function g(t,u1,u2) is defined in
the domain +t € Ly ug,u, € E and belongs to the class L

i.e, it satisfies the inequalities
”g(t.u,l.uz)“L < My
(3) P
[ ' nee U ' ] .
- b k _[t-t k u,=-u + {luy,-u
”g(tvuqvuz) g(t luqruz)”Lps gl I + gm 1 1“Lp ” 2 ZHLP]'

where p ¢ (1,+), o € (0,1>, i k , k' > 0 are constants.
III. The complex function c%t )} is defined for every
to € Lo and satisfies Holder’'’s condltlon

(4) olt,) e (1 i ,k,), pel0,1>.

IV, The real function H(to) is defined for every t e L,

and belongs to Lg
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Hilbert-~Riemann problem 3

a
(5) H(to)eLp(Lo,M kgl pe(ly,+00)y, ael0,1>, ify, K. > O

V. The index of the problem satisfies the condition

ind [6(7]] =z n[o(t]] | = 5F [are ()], =25 > O,

Jewg] )| 4 —
lnd{c(tz)_JLo = 51 ln[c(tZ) Lo =7 Larg C\to)} = xR 2 0.

3. The solution of the problem
Ylaking use of the theory developed in [2], [7], we can
state that if the problem (1) has a solution @{(z), then

(6) #(z) = 8,(z) + Xy(z)g (2);
the function ¢1(z) is a solution of the Hilbert problem and
is defined by the formula

X (2) v, 65 (¢),87(¢)
(1) oyte) - 23 eloAl) e (]
L ;{1(1)('[-2)

ar + X1(z)P1(z),

where P1(z) is an arvitrary polynomial and X1(z) is a cano-
nical solution of the homogeneous Hilbert problem [see Eﬂ]

(8) X5(t) = 6(t)x7(t), te1,

and is defined by the formula

z-aeh expy(z), ze oty Lyv 57,

(9) X, (z) =
expl4(z), ze D7,
where
4
1 1n [¥ o(z
(10) r‘1(Z) =mf ——g—#ﬂdf:,
L
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the function ¢°(zi from (6} is a solution of the Riemann
problem {(cf. (16})

+ + . +
(1) Re [e (4, )] ()85 (t,)] =t )ke [olt, )8 ()], 6 L,
and can be expressed by the formula
*
(12) 9(2) = 3 [#3(2) + #3(=)] + X (a)p(a),
where Po(z) ig an arbitrary polynomial and

X (z) g,(7.)
(13)  gyla) =07 4 o

+ o’ s} o!
L, Xo(zo)(to'z)

(14) ¢4(10) = H(Zo) - Re c(1°)¢;(70) ,

{15) ¢;(z) = ¢3(

)

const exp " (z), =z ¢ §\~Lo,

N |-

(16) Xo(z) = _xR
const z expl“o(z), z € 87,
=2_ c(7r 5
R
1 ln[% ?‘?37]
L, °

+ +
The canonical solutions x;(t) for t €L, x;(to) for
to € Lo satisfy Holder's condition

+ +
(18) X?(t)eH”(L,kX1 SRIE SN e B (Lo kg Sy ), pel0,1)
and the inequalities
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1

(19) o< my, < |X1(t)[ Slys 0<mp<

<
<

where mx1, my , Mxi’ Mko are lower and upper bounds of

Hélder?’s coefficients of the canonicai solution of the res-

pective Hilbert problems,

Applying Sochocki-Plemelj’s formulas [3] to the funciion

#,(z) given by the formula (7),we obtain the system of in-

tegral equations

+(t) g[7,25(¢) ¢1m]

(% (¢) =1 g[t,08 (¢),07(¢)] + o

+ X3(t)p, (),

(20 1 i)
- X +
#1(6) = - 3o elha (e ere]
. Xii(:) | g [t,2}(1),87 (7))
i + )
L 1 %plrie=t)
We introduce the following notations
[ [0t (1) for J
g (t) =¢ "
w;(t) for j
. r)q“('o)l>1('c) for j
(21) Yj(t) = ¢
x7(t)p, () for

) | b 38 [t 01 (8), 05 (]
By [ts4y (£1,¢,(¢)]= 1A1<t>
x (t)
fg['f ‘h(‘”"f’z(z]

i L Xj(r)}{r-t)

(

.
ot o
fj(t) = { _
x| grigq () gplel] a1
| 2™ L xd(r)(r-t)

_363..

2,

L X*('c)(z-t)

ar + x;(t)P1(t).

& [t,¢q (8),95(8)]  for

for j = 1,

for j = 2,

+
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With the above notations the system (20) can be written in
the following form

(22)  gy(t) = gy[t,g (t),gp(t]] + £5(8) + Yy(t) for j=1,2.

Putting

9°(t) = [91(t),pp(8)], (2] = alt), a(t) = [ (¢),07(£]] ,
(23)
p2(z) = 0 (2], ¢3(2) = 84(2), ¢*t ) = 0,(t)

and making use of the equalities (21) and (22), in view of
the formulas (6), (12), (13) and (14), we obtain the following
system of strongly singular integral equations

¢ (8) = ¢°() + X, (£)¢2(t),
#lz) =3 [Pz + 2] + X (2)p (2),
- [P -2 | xﬂij ECE
L, o't 0™
¢Ht,) = H(t,) - Refelt,)¢®(5,1] .

If the problem (1) has a solution of the form (6), then the
gystem (24) has a solution and conversely.

Before we show the existence of at least one sclution of
the system (24) with the help of J.Schauder’s fixed point
theorem [5], we state some lemmas.

Lemma 1, If the function glt,uy,u,) satisfies
the assumption II, then the function ¢°(t) defined by (22),
(23) velongs to the class Lg, where p= min(aw,ul.

Proof. We make use of the results obtained by
B.W.Chwedelidze [1] and R.S1ysz [6]. Lccording to the assump-
tion II the function g(t,u;,u,) satisfies the inequality
(3}, hence we have
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-3

o, '
g[toq(t),95(8)] € L (LM, ,k, + 2Kk, ),

where k is an arbitrary fixed positive numter, In view of
(21}, we have

iy, 3 (k, + 2kk'g)] ,

N

g1 [6:91 (8),pp(8)] € 3 E,

ty My iy

al 1 % 1 % S

g, (6,9, (82,0,(t)] € L, |Ls 3 @ U, 5?(1: +2Kke) ) +ieyll —5" -

1

P 1%
Let M = min 5 E'Ei‘ , then we have
1

P L’c,ﬁ(t),(fz(t)]eL [L 01, ik, +2kk’ )+1<X o _Ig], 3=1,2.
%,

The functions £,(t) defined by (21) oelong to the class

o0, 2y e, =
Lp L,a, mX1 Mg, a2 mX Mga-a3 mX k +2kk )+mX1 kX1 Mg .

The functions Y,(t) defined by the formula (21) satisfy
conditions (18), (19) and we have

5 By s x e
Ij(t) € ¥ (L,J.le1 P}:1, MP1 kx‘l + M, kP1), ji=1,2.

e also have

X
1 0 L0 B - '
Ag+mx1 Py, d(kg+2kkg) +

) B .
(25) ¢°(t) ¢ Ly, | L0 ra

.,
1'.1
iy i,
:'.'I - A1 - ‘1 [
+ K. Il + a il a, ——1\k
%, mX1 iy 5 mX1 g * 83 mX1( g+2kkg) +
MX1
ke M+ I k" + I, k
m.% X8 T TR Ry T X TRy
“*1
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where = min(o,pu). Let us denote

Mx iz, u 'x, ¥,
M+a = A M+a, — = A +—— = A a = .
1mX v T e T T S T

We then have
3 b / nr
(26) 4 (t) €L [T.a A1Pg MX.lPX." A (k +2kk ) + A3 1.\418 +

+ A M_+M

k
g+ ip by Ty K | »

where A1,...,A4 are constants dependent of Mv s My o e

Lemma 2, If the functions c(t ) and q(t ) sa=-
tisfy the assumptions 11T and 1V, respectlvely, and q t ) eIﬁ
then the function ¢ (t ) defined by (24) belongs to the
class Lg.

Proof. Making use of the assumptions III, IV and
of the Lemma 1 we obtain

1
(27) " cp4(to)"Lp = q |¢4(t°)|p dt;p -
o]
1

=<{ H(t,) - Re [c(to)qp(to)ﬂp dtc)p<
éo H(to Pdt (f R\. c(t )¢° (¢ )]I dt> <

s \-1-Ivv + bzl-c(h1m +ul‘,1P:-1) = 31 + B2 g o _43 l’v >
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1
(28 ”r.r (t +at, ) 74(%)" =<,f lcp4(t°+Ato)-(f4(to)‘p d@p <
LO
<f (4 +4% -H(to)lp dt9%+
1
+<f |Re[c(tO+AtOJ<p°(tO+AtO)-c(to)zpo(to)]lp dtQP <
LO

o e !
bBKHIA’cOl + b, [:hz(kg+2kkg)+A3 i +A4mg+MP1k}s1 +

“Atola + gk (A 4ty P |Ato|“ <

+ 1y k
X, F X1 X1

171

I o ]
< [B 4+Bs (kg +2Kky )+B6kX1Mg+B7ng+BBMP1 ky, +

+ B9Mx1kp1+B1 OI\’IX1PX1] |At° |f5 ,

where p= min(a,u), By (i =1,.44,10} are positive constants
depending upon My, Ky Mc’ kc.
Lemma 3. If the function ?A(" )} belongs to
in agreement with Lemma 2, then the function ?3(2) defins
by the ineality (24) belongs to the class Lﬁ.
Proof. The proof of this lemma follows from the
papers of B.W.Chwedelidze [1], R.Skysz [6] and from Lemma 2,
Hence we have

1B
P
d

(29)  ¢3(z) e LgI:L ,By+B,M +BBMXOPXO,§4+§5(kg+2kké) +

+ Beky i Bl +BBMP ke +B oMy kp +B10MX Py 1 ,
where 'ﬁ; (i =1,00.,10) are positive constants.
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Lemma 4, If ¢3(z) € LS, then ¢2(z) given by
(24) also velongs to Ls.

Prooi&f. Lemma 4 follows directly irom tLemma 3, if
we apply to (24) the formulas given in [3] (p.42). wamely
we have

¢ Py o

— 2 ﬁ .. ol Ll s
(30} 9 {z) G[J.Jp bo,B1+b2JAB+DBzaA°P o

7 ! !
B4+35(kg+2kkg} +

+ B’6kkoleg+B'71vIg+B'8MPokko+B'9MXOkP°+B1'OMXOPXO] ,
where B! (i =1,...,10) are positive constants.

Lemma 5. If 9°(t) & Ls, ¢2(t) € Lg, X (t) e (o
then qﬂ(t) € Lg.

Proof. Leama 5 follows from Lemma 1 and Lemma 4,
Eence we have

1 p ) I ol 1,
(31) ¢ (%) e Lp{L,A1Mg+LfX1PX1+kX1(B1+B2I\Ig+B3uIXoPX°),

1
1 R g
A2(k8+2kkg)+A3kX1 ng+A 4nIg+IIP1 kX1+MX1kP1 +
- ! 1 1 ! - I.I
+ iy [B 4+Bs(kg+2kkg)+36kxodg+s7mg +
+ BIM_ k., +BLM, k, +B!.M, P ]
8Yp X TP X P TP107K X

From the lemmas given above it follows that the functions
¢1(t),¢2(z)/¢3(z),?4(z) belong to the class Lg(L). Hence
it suffices to make use of Schauder’s theorem to show that
there exists a solution of the equation which is the superpo=-
sition of equations (24). To this aim we consider the functio=-
nal space consisting of all pairs of functions ¢1(t) =
= [¢}(t),qg(t)] integrable on the curve I with the power p.
In this space the norm is defined by the formula

1
21 | ¢ )] - jf?fzq 93| P dt)p . b s (1,400).
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Hilbert-Riemann problem 11

The operations of addition and multiplication by a scalar are
defined in the usual way. With this definition, is a Ba-
nach space, In this space we consider the set z(g,x) of
points such that

(33) cﬂ(t) € Lg(L,g,x). B = min(a,ul,

where @ and 3 are arbitrary fixed positive constanis. The
set Z is convex and clnsed., Let us transform it by means
of the formuls

(34) wh(6) = ¢t) + 5, (6)3%(t),

where @2(t is formed by qubstltuting to the first of the
equations (24) in place of ¢<{t) the respective functions
from the remaining three egquations in (24). The formula (34)
associates to every point qﬂ(t) € Z a point qﬂ(t) e 2,
e shall find conditions assuring that 2' ¢ 2,

Lemma 6. If the constant ké is sufficiently
small, then %' is a subset of Z.

Troof. YFrom Lemma 5 we infer that the operation
defined by (34) transforms the set 2Z into its subset 2',
whenever the following inequalities hold

[ 4.0 41, P +k, (BL+BLu +B.M, P, ) <
1igtix, Pty 1By #Bplgt33ly Py TS 0

4, (k +2ztk J+4 kx1“ o th gl +MP1kX1+M kP1 +

(35) )
+ My [ 4+B’(k +22X )+B6k m +B7 -

i
+ Bgil, ok °+39L.1,,0k +B1o X, P, ]<9e

The inequalities (35) hold for any selection of the constants
Q and 3% if we have
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] . I.! 5
(36) 2kg(h2+35hz1) <1,
i.e, if
(37) k< L

2 h2+35‘.d}:1

where A2 and ' are po=1t1ve constants depending upon

i

‘h-
K1’ MX1 and I = min <:,

m.
If the consition (37) holds, i.e., if the consiant ké

is sufficiently small, then the set 2’ is a subset of Z.
Lemma 7. ‘The transformation (34) of the set 2

is continuous with respect to the norm of the space/\ .
Proof. It suffices to show that if a sequence

(n
Lp 1(t) € Z( is convergent to a function J(t) € Z, <hen

the sequence) y 1(t) €Z 1is convergent in norm to the func-
tion qﬂ(t) € Z according to the formula (34),i.e.

(n) (n) (n)
(38) 3 "4) = 3 °(t) + X, (t) 5 ().

lMaking use of the notation (21), the eguetion (22) and the
assumption (3),we obtain

"(3)1(t)-w(t)"=“($)°‘t"¢9(t)"+ux1‘t’”'“($,2(t)"$2(t)” )
="gj[’°,(ffl)1(t)s($)2(t)} i 3j[t'?1(t"‘?2(t)]l|+

$)2(t)-¢2(t)|ls

+ “(?;(t)-fj(t)" +||x1

£

€ ' [
£2k, —— + 2k _M, —— + 2k M, M <E
- S g ] g 2 X =
6kg GkgM1 1 6k MZMX
(n>my) (n>N,) (n> N3)



Hilbert-Riemann problem 13

for n = max(N1,N2,N3). M, and M, are positive constants de-
pending upon my ’MX . Hence the transformation (38) is con~-
1 1

tinuous in the norm of the space /\.

Lemma 8, The transformed set Z 1is compact.

Proof. From the inequalities (35) it follows that
the functions w'(t) defined by (34) are jointly bounded
and continuous, hence 2' is compact ([8], p.27).

We see that all the assumptions of Schauder’s theorem
are satisfied, Hence there exists, on the curve L, at least
one solution $1(t) € L?(L,g,uﬂ of the equation being the
superposition of the equations (24). Substituting the solu-
tion &1(t) into the equation (6) we obtain a function ¢ (z)
which is sectionally analytic in D' and D~, and its boun-
dary values satisfy the conditions (1),

We can now summarize our results in the following theorem.

Theorem. If the given functions G(t), g(t,u1,u2),
H(t ),c(t ) and the index of the problem (1) satisfy the
assumptions I-V, and the constant k! of the problem sati-
sfies the inequality (37), then there exists at least one so-
lution ¢(z), partly holomorphic in the domains D* and DT,
whose boundary values satisfy almost everywhere the boundary
conditions (1).
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