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PIECEWISE MONOTONIC TRANSFORMATIONS
OF THE DISCRETE STOCHASTIC PROCESSES

Let (R,S,P) be a probability space, T = {O,%0) agd let
X:Q*xT—2X cR’l be a stochagtic process. We asgume that
z‘: {x1,x2’ -co}o

Ilet tn_,] = (tq,tagoo"tn_,]), Xn_,‘ = kx/|,X2,--.,xn_1),
X(t,_4) = (X(£,),X(t5),.00,X(t,_4)) and let

X6, 4) =x; ),

Pt 4 ’”’n-1’tﬂ‘ frs P o= P8 € {x; | .

n n

where t1,t2,...,tneT, t14t2<...<tn, xi1,x12,...,xi eX,
. n

be the transition probabilities of the process X.

We agsume that the procegs X satisfies the conditions:
1%, .

1 1im  P(X(t,) = X; yeee,X(t ) = x; ) =
(1) JLn R = x (i) = %y )

0 for X. ¥ x.
ln 1ha
- L ROX(5) =) -
n 0~
P(X(t _)=x ) for x. = X.
n-1 in_,l ;|n ln-’l

and the convergence is uniform with respect to s I
n-1 “n
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2°, There exists a finite limit

TX(t. ) =X: ) =5 (x JPX(E L) =x. )
X n) ln) «({xin} in_1 n-1 1.n_,I
t— ! ,
no (b = B, JPIX (6 _4) =y )

n-1

= q(tn—’l’xin_,] ’{xin.}) ’

and the convergence is uniform with respect to tn—’l’ Xy s
(<3}
n

3°, We agsume that q 13 a continuous funection with

respect to tn—'l‘

From (1) it follows that »

(3) Lim Pyt q.%; ,]’tn’{xin})'—'X{

}(X
trtn_,] I~

X
in

and the convergence is uniform with respect to Xy )X },
i.e. process X satisfies tne continuity condition. 2™ n
From (2) it follows that

P,(t X . t 5 (x: 1) =% .

’ 1'* n=1? 4 n’[ 1n} X{xi

\’-}’) lim =
H e n n-1

= q(t n_,i,xin-/],{xin})

ana the convergence is uniform with respact to

k-

t s X
n-1 1n-ﬂ’
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Piecewige monotonic transformations

De f£inition., We say that a process X 1is a
discrete stochastic process if its phase space ¥ is a de~
numerable set and conditiocns 2°,3° are satisfied.

Let us congider a stochastic process 2 = £(X), where
ig a piecewise monotonic function. Denote by Z +the phase
gspace of the process 2Z and the transition probabilities of

the process 2Z by Pa(tn-'l'zj 1,tn,[zj });
n- n

We shall prove the following theorem.

The oreme If X is a discrete gtochastic process,
£ is a piecewige monotonic function,then Z = £(X) 1is a
discrete stochastic process.

Proof, Denote

An = { (i,l,-..,in) :f(xi1) = Zj,]"“’ .f(xin)z Zjn},

then we have

(5) P(Z(%,)) = 2z;) = ;P(X(tn) =xy )
n

dJ
o n
and passing to the 1imit under sum gign, we get

(6) lim P(Z(%)) =z3n) = E*z%ﬂ P(X(t)) =x4 ) =

ot n=1 n
0] if /\ Xy # Xy
lneAn n n-1

X EX(by q) =%y )i V % = x;

-1 ineAn n n-1

0 if 2. # z.
Jn Jn-1
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and the convergence is uniform with respect to z, , {z'. }.
) dn-1 In

Therefore the process Z gatisfies condition 1°,

Now we shall show that the process 2 gatigfies condi-~
tion 2°,

Taking into account (5) we can write

P(Z(tn) = zjn) _X{Zj }(zjn-q)P(Z(tn_,‘) = zan_q)
(7) 1lim a =
to—t 4 (6, - t,_)PZ(s,_,) = an-'l)
= 1 1im T _11: X
P(Z(t,_4) =2 jn-’l) to=t, 4, o~ "o~

PX(t = X: ) - (zs ) P(X(t =X .
XIZE' (n) xln) X{zjn} Zan_1 AZ n-’l) xln_,l)]

n-1
Since

X{ z;‘n] (Zjn—’]) ={in=f(xi )=zjn}x{xin}‘xin_1)

n

we can write (7) in the fom

P(Z(%,) = zjn) - X{Zjn}(zjn;q)P(Z(tn"') = zjn-q)
(8) 1lim -
bt (ty = By P2 =25 )
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Piecewise monotonic transformations

lim —— PX(t. ) = x, ) =
T -t [E n i)

—{1n3f(’§)=zj }X{xi }(xin-1) §—1P(X(tn-1) = xin—’l]=

L lim — 1 X

B(Z(ty_q) = zjn_1)t;—‘on_1 t) -t 4

P = X -
XAZ[((tn) FREIP

( P(X(t = X. =
n n} xin-’l) n-1’ Tn-1 )J

) 1
COB(Z(s,_,) = 2 R i
ne—

P(X(t,) = xin) -x{xi }(xin_q)P(X(tn_,]) = xin-'])
n

E
n 7=t by = tpq

From (2), (5) and (8) we have

P(Z(tn) = zjn) - X{zj }kzjh_q)szun_q) = zjn-1)
(9) 1lim o -
t—et (b, =ty )PZ 6, _4) = zjn_q)

n-1
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t . X PX t = .
z ;1( peirXs o {Fg PPty ) =x; )
= L= = Q(t
PX(t__ ) =x. )

n=1 tn-1

n—1'zjn_1’[zjn}L

n-1

Therefore the process 2Z satigfies condition 2°, The
continuity of the function Q follows from condition 3° and
(9). The proof of ,the theorem is complete.

From (6) and (9) it follows that the transition probabi-
lities of the process 7 satisfy the conditions

(10) lim P,(t Z. t ,(zs 1) = (z. )
2" n=-1* ' n? X[z,
tn tn--1 In-1 { Jn} ‘ { Jn} dn-1

and the convergence is uniform with respect to sz, ,{z. },
In-1 In

P,(t z. t [z.1]) - (z. )

antyalegl) “Xpsy

(11) 1lim =
t?tn_,] tn - tn—-']

=y 35’ {Z:in})

and tne convergence is uniform with respect to %

AR

Example, Let the function q bhave the form

-1 zjn—1’

t X . X } =)\ = const.
Aty 1n-1’[ i, ) v !
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Piecewise monotonic transformations 7

then from {(9) it follows that
. = A d i H f < = . .
Q(tn-1’zan_1’{zjn}) Car {ln (xln) zan}

It follows from the proved theorem that the class of
discretes stochastic processes in closed with respect to piece-
wise monotinic transformations.

In applications sometimes it is interesting to know the
transition probabilities

(12) PB(tn_1,xin_1,tn,{y]) = P(Y(t,) = y[X(v,_,) = xin-q)

and their properties, if
a) we know the transition probabilities

PAltnqoxs ot {x; ]

) Y = S(X)’

¢) the process X satisfies condition 2° and 3°.

Let us consider the case when function g is a plecewige
monotonic function (it is no special case of the previous
considerationsa).

We shall prove that if the process X satisfies condition
2°, then the transmition probabilities (12) satisfy conditions

1 m Pt X, L, = ),
B e TR Ut RN

Pt %, -
(14) 1im 3( n=1 xln_,' tn’{Y}) X{y}(xin_1) _

t?tn-'l tn - tn_,]

={1n:g§1 )=y} Q(t n~1 » X in_1 ’ {xin} ),
n
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where

(15) X{Y}(xin_q) = > x{xi }(x

{in:g(xin)=y} n =1

and the convergence in (13) is uniform with respect to

x5 +{¥}s the convergence in (14) is uniform with respect to
1

% X vle.
n-10%5_o{9)

Note that
(16) lim  PX(%, ,) = x; Y(t ) =y) =
n-1 i ’ n
trT’tn—'l n-~"1
= lim Z P(X(tn) = Xi ) =
n {n’ i }
= lim PX(t) =x; ) =
{:l.n:g(xi )=y} to-t n
n
0 i£g N\ x; #x
in n n-"1
= glx; )=y
n

i

P(X(tn_,l) = x ;
Nes

) if \i./ Xy = X5 .
n
g(xin)zy
Therefore from (12) and (16) we have

P(x(tn_,]) = xi ’Y(tn) = y)
(17) lim n-1 =
toet g P(X(t,_4) = xin_q)
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(O, if A pien #Xi ’
ln “n n-"
glx; )=y
= A Bsltn gy 6po{9}) =9 i
n n=-1
1, if Y X = X. .
n n *n-1
- g(x; )=y
n
We can write formula (17) in the fornm
(18) 1im P,(t x, t.{y}) = 2 (X. .
3 =171, "n'ls . _}Xx. i
b=t . Tn-1 {in.g(xin)-y { ln} n--}

Now we ghall seek the intensity function of the process
Y = g(X)o
Let us denots

(19) (Z X (x: ) =X onix: )
{in=g xin)=y} {Xin} 1h-1 {v} 71,4
We shall find the limit

P(x(tn_,]):xi 1,Y(tn)=y) - X{y} (xin_,‘)r-(x(tn

):X . )
-1
(20) lim ' 1h '
et (6, =t JPX(t,_ 1) =X in_1)

Taking into account (16) and (19) we obtain

POK(5) =X )oX(x, }‘<xin_1)P(x<tn_1)=xin_1)
b ol

(21) lim :
{1n:s§in)=y}t;—tn_1 (ty = 6, P (&, _4) = xin_q)
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{1 :s%: )-v ®aeX s })

From (21) it follows that relation (14) is thus proved.

Becaugse q 1a a contiinuous function with respect to tn-1’
concequently the sum on the right-hand side of (21) is a
continuous function with reaspect to tn-1'

Therefore the process Y = g(X) 4is a discrete stochasatic
process,

-All the consideration in this paper conceran pon-markovian
processes (processes which can be but need not be markovian
processes). Some results for non-markovian processes were alsgo
obtained in the previous paper of the author, for example [1],

[2]c
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