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1. I n t r o d u c t i o n 
Although the g e n e r a l theory of op t imal s topping i s w e l l 

developed (C2!]) many p a r t i c u l a r problems i n t e r e s t i n g in p r ac -
t i c e are d i f f i c u l t t o s o l v e . One of them i s so c a l l e d f i n i t e 
c a s e . In many papers the problem of r ecogn i z ing the maximum 
of a s t o c h a s t i c sequence wi th unknown d i s t r i b u t i o n has been 
i n v e s t i g a t e d ; so c a l l e d " s e c r e t a r y problem" in £33» C4J, 
and " s e c r e t a r y problem wi-th i n t e r v i e w c o s t " in 3 » C53« 
In £43 the case of a known d i s t r i b u t i o n i s considered t o o . 

In our paper we s h a l l i n v e s t i g a t e tv/o problems: r e c o g n i z -
ing the maximum of a sequence of i d e n t i c a l ^ d i s t r i b u t e d r a n -
dom v a r i a b l e s wi th a known d i s t r i b u t i o n law and the second 
problem i s maximizing the drawn v a l u e . Our r e s u l t s g e n e r a l i z e 
some r e s u l t s of J . G i l b e r t and F . i . ' o s t e l l e r conta ined in 

2 . Formula t ion of the problem 
Suppose we have a popu la t ion wi th a known cont inuous 

d i s t r i b u t i o n law. We draw a sample o f , a t most, I; e lements 
out of i t . A c e r t a i n payoff i s connected wi th each drawing to 
the sample. We want t o choose one element out of t h i s sample 
t o maximize thè mean p a y o f f . We draw elements to our sample 
one by one and a f t e r each drawing ive may e i t h e r keep the 
drawn element or c a s t i t o f f . The payoff depends on the l a s t 
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A . S i e r o c i ó s k i 

element but may'depends on previous elements too . We have to 
keep some element by the N-th at the very l a t e s t . 

Let (8,7" be a probabi l i ty space and 1s t x ^ , . . . ^ 
be a. f i n i t e sequence of independent i d e n t i c a l y d i s t r ibuted 
random v a r i a b l e s on t h i s space. For n = 1 , 2 , . . . ,11 l e t T 
be the 6 - a l g e b r a generated by and l e t ? n ( x n ) = 
= <pn(Xl x ) be the n- th payoff . We suppose that ? n ( x n ) 
i s T -measurable. The problem i s to find the optimal stopping 
rule f o r the s t o c h a s t i c sequence ^n n-1 * i a 

bo ca l led " f i n i t e c a s e " ; the so lut ion always e x i s t s and can 
be obtained by the backward induct ion. 

In our paper we consider the following two cases most 
i n t e r e s t i n g in p r a c t i c e : 

n 
• • • 

; f o r 
b) ? n U n ) = E [ ^ ( x n ) | 7 - J , where 

a ) Vn(xn} = xn " V 0 ^ °1 ^ ••• 
c^ plays the r o l e of the payment f o r the f i r s t n drawings; 

yn
(xn) = 

1 - an i f x i f o r i = 1 , 2 , . . . , N 

- a n otherwise, 

in other words we are in teres ted in recognizing the maximum 
o f M -

3 . The case f n ( * n ) = - c n 

Let P, f , m denote the d i s t r i b u t i o n funct ion , the den-
N 

s i t y and the mean of the population r e s p e c t i v e l y . Let 
be the c l a s s of these stopping r u l e s t which s a t i s f y 
n s e t s-gl-i. Denote by En the mean of the payoff f o r the 
stopping rule optimal in i . e . 

i£n = sup E«p t(x t) e CN 

L e f i n i t i o n . The n- th dec is ion number d n i s 
òhe smal lest number s a t i s f y i n g the inequal i ty <jf>n(dn) Ew""n. 
The optimal stopping rule w i l l depend on the sequence 
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H-i 
d^ = E + c^; i f the n - t h drawn element i s not smal le r 
than we should keep i t otherwise we should cas t i t o f f 
and continue the drawing. The above s topping r u l e i s optimal 
by Theorem 3.2 in [ 2 ] , Since we have to keep Xjj i f we are 
i n the n - t h s t e p , d^ = - ° o . E1 = m - Cjy, so = 
= m + CJJ_.J - CJJ. For every n > 1 

E"+1 = ^ - n 5 * dN-n l ^ L n - ^ i ^ V n > + ^ W - n ^ < W ' 

where <3jj_n = En + c K _ n . A f t e r easy computations we get 

r +oo 

d k - 1 = J* max(x ,d k ) f (x)dx + c k _ 1 - c k k = 2 , . . . , N - 1 

dH-1 = m + CN-1 " CN 
+op 

EN = J* max(x ,d 1 ) f (x)dx - c 1 . 
-oo 

In the case of a t runcated d i s t r i b u t i o n ( i . e . i f f o r some 
a the dens i ty f f u l f i l s the cond i t ions f ( x ) = 0 f o r 
x < a and f ( x j i > 0 f o r a < x - c a + £ f o r same p o s i t i v e t ) 
we put d k = a whenever d k computed as in (*) i s smal le r 
than a . 

C o r o l l a r y . In the case of a t runca ted d i s t r i -
but ion i f f o r every i ^ - c i _ 1 ^ m - a then the optimal 
s topping r u l e i s "keep the f i r s t drawn va lue" . 

Now l e t us cons ider the same problem but with the p o s s i -
b i l i t y of keeping more than one, say k, va lues . Our payoff 
i s the sum of the p a y o f f ' s f o r the kept va lues . 

Let us in t roduce the fo l lowing n o t a t i o n s : 
N k 

A ' - the mean payoff f o r the s topping r u l e optimal in the 
N 

c l a s s when we s t i l l have to choose k e l e -
ments, S 

lenght H. 
a ' - the n - t h dec i s ion number in a k-choice game of the 
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4 A.SierociiSski 

I t i s easy to see t h a t A^'1 = En and a^»1 = d . 
The optimal s topping r u l e f o r t h i s problem depends on k s e -
quences of dec i s i on numbers. A f t e r the f i r s t choice the prob-
lem reduces to the problem with k-1 cho ices . We s h a l l de f ine 
the s o l u t i o n i n d u c t i v e l y . For k=1 the s o l u t i o n i s given by 
( * ) . Suppose we have our problem solved f o r k-1 choices than 

A S ' k - k ' m - CU - CN-1 "N-k+1' 

A K ( a ) = P ( x K - k ^ a ) [ E ( x N - k - c N - k l x N - k ^ a ) + A S ' k " 1 ] + 

+ [1 - a ) ] A*'* , 

a 

D i f f e r e n t i a t i n g A ^ ^ ( a ) wi th r e s p e c t to a and equat ing the 
r e s u l t to zero we get 

Tff-k ~ Ak k + K-k 

,N,k _ , N , k / N,k\ 
. k + 1 " k+1 V®N-k/ ' 

Repeating the above procedure f o r n = k , . . , , l ! i -1 we get 

a ' = k ' - A_ + c„ „ N-n n n N-n 

+00 +00 

N, k aN-n 
N,k 
N-n 

K k AH ' i s the mean payoff f o r the whole game. 
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On the optimal choice 5 

P r o p o s i t i o n . i f a distr ibution of a popula-
tion i s truncated at a and c^ - c i _ 1 5» m - a for every i 
than the optimal stopping rule in the k-choice game i s : "keep 
the f i r s t k elements'*. 

4. The case y p (x n ) * B[yn(x f l) 

In this case we want to know where the maximum actually 
i s , and not how big i t i s . So, i f we have a population with 
some fixed distr ibution law (F - distribution function) our 
problem can be reduced to the problem of finding the maximum 
of a sequence of random variables having the uniform d i s t r i -
bution on the interval . Indeed, the distr ibution 
function F, mapping the maximum on the maximum, transforms 
our random variable to a random variable with uniform d i s t r i -
bution on the interval <0,1> . The advantage of th is trans-
formation i s that in the case of the uniform distr ibution on 
<0,1> the drawn value i s the value of the distr ibution 

function. From now on we shal l assume that x 1 , . . . , X j j i s 
a sequence of random variables uniformly distributed on the 
interval <0,t> • Notice that i t i s enough to consider the 
case oc < 1; for o c ^ t the optimal stopping rule i s to 
stop a f t e r the f i r s t drawing. Indeed, i f we did not stop in 
the f i r s t step our payoff would be at most 1-2a, otherwise 
i t would be at least -oc. 

How we shal l try to answer the question when i t i s rea-
sonable to stop the stochastic sequence f ° r 

o c e < 0 , 1 J . Let E n (x) denote the mean payoff for the stopp-
ing rule optimal in the c lass with the additional 
assumption that x i s the maximum of values drawn in the 
f i r s t N-n steps. E n (x) i s a decreasing function of x. 
I f we have already drawn values x ^ , . . . , x n then i t i s reason-
able to keep x n only in two cases: 

TJ n a) x = max x. and E ~ ( x ) < ® (x ) , x = ! i i£x(x 1 , . . . ,x„ ) 
i<n n i n 

TkT J« 

b) x < x = max x, , but - o c n ^ E ' " (x) 
i<n 
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6 A.Sierociriski 

(the cost is so big that even the optimal strategy will not 
help). 
For n = 1 ,2,... ,N-1 let d be the smallest x e <(0,1> 

"NT n such that E (x)secp (x) and D be the smallest x e<0,1> 
•KT „ XI XI 

such that E (x)sg -an. For n=N we put d^ = D^ = 0. 
Observe that D n 3® dn for each n. By [2,th.3.2] the opti-
mal stopping rule t is of the form 

t = inf{ns^K: max(x^.. ,xn) = x n & xfi ̂  d n 

or max(x1,...,xn) ̂  Dn], 

We shall improve this result, namely we shall prove that t 
is of the form 

t = inf{n«sN: max(x1 ,... ,xn) = x n 

Since d n it is enough to prove that for every oc deci-
sion numbers D

n( a) form a nondecreasing sequence. Indeed, 
it is easy to see that conditions max(x^,...) ̂  D^ ^ 
and max(x^,... ,xi_1 ) «=: i.nply ,... = x^ and 

P r o p o s i t i o n . For every oc decision numbers 
Lî (oc) i = 1,,..,N-1 form a non-decreasing sequence. 

P r o o f : 
1 ) Notioe that DJJ^ % _ i + 1 if and only if the following 
implication holds: if max(x^,... ) = then stop 
in the N-i step. Thus for 

1-dJ . .. (a) 
0 0 Ji=AtJ we have %-i+i ̂  i=2,...,U-1. 

Suppose that max(x1 ,... »XJJ^ ) = Djj-i+1 * w e d o n o t s'toP 
in the N-i step then we shall stop in N-i+1 step with the 
probability 1. So to have DJJ_.J_ «S %-i+i ^ i s enouiSJ:i to 
have 
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On the optimal choice 7 

-Oc(B- l )> 1 " D h " ^ + i ( C C ) - «(N-i+1) = B l ( D N _ i + 1 ( a ) ) . 

The l a n t e q u a l i t y holds because 

P ( x N - i + 1 > X 1 " - " X N - i + 1 > x u l m a x ( x 1 X N-i J " % - i + 1 ( 0 t ) ] * 

I 

/ 
% - i + 1 

2) ^ dN-i+1 ^ % - i » t h 8 X 1 

r 1-dJ . ( a n 

3) I f oc=s£ J then (a) «s DN_±(a) • 

Proofs of 2) and 3) are s im i l a r to t h a t of 1 ) . 

1 -Di , (oc) 
4) % _ i ( a ) ^ D N _ i + 1 ( o c ) = > o c > ^ . 

1 1 For oc ̂  j 4) r e s u l t s from 2) and 3), and f o r oc>-j- i t i s 
t r i v i a l . 

5) For x e <0,1> ' 

6) % _ ± ( « ) DN_ i + 1 («)==s>DK_ i_1 (oc) D ^ i o c ) , 

r e s u l t s from 4 ) , 5) and 1) . 
7) DN_2(oc) ^ DN-1 ^ = 1 - o c » r e s u l t s from 1 ) . 
The t h e s i s fo l lows e a s i l y from 7) and 6) ( i n d u c t i o n ) . 

C o r o l l a r y . The optimal s topping r u l e i s of 
the form: "keep the f i r s t x.̂  such t h a t x̂ ^ = m a x ( x 1 , . . . ) 
and x^S* d ^ ' . 
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8 A.SierocijUski 

E x a m p l e . i''or N=3 we get 

d3 = 0 

d2 = \ (1 -ot ) 

d1 -w- OC + -g 

L \ (1-ocJ + - 1 2 « + 6 

3 - VTsc x < 1 

2VJ - 3 < x < 3 - V? 

o sss a < 2V5" - 3 

2-ST-s 3-yr 

The three decision numbers computed above are the last three 
in any game of the lenght at least three. This results from 
the fact that dn in the game of N drawings equals dn+1 

in the game of 11+1 drawings. Even in the case N=3 it is 
rather arduous to compute d^'s a n d requires solving out 
some quadratic equations. The quantity and degrees of equa-
tions increase with N. We shall show now some facts which 
enable us to find the optimal stopping rule in some cases. 

P r o p o s i t i o n . 

1-di 14.1 { « ) 
dN-i+1 ^ i f a n d o n l y i f 00 558 1 • 
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P r o o f . By t h e d e f i n i t i o n o f d n » s 

d N - i ( o c ) ~ o c ( I i - i J = B i ( d H _ ± ( o c J / 

i , 1 -d i" . . - { a i , 

+ d N - i + 1 ( t t J , l : ; i ' 1 ( d N - i + 1 { c £ , } 

(-<«=) S u p p o s e > d N _ i + 1 » ^ e n 

d ^ _ i + 1 ( « ) - o c ( N - i ) < 1 " d l ï y l ( a ) - ( l - à w _ i + 1 ( o c ) ) oc(I\i-i+1 ) + 

+ d u - i + 1 ^ b 1 ~ 1 ( d N - i + 1 t h u s b y t h e d e f i n i t i o n o f 

d n ' s we g e t o c < " . 

C o r o l l a r y . I f d j j ^ a ) = 0 t h e n d
K _ i _ 1 ( a ) = 0 

f o r i = 1 , 2 E - 2 . 
P r o o f . I f t h e maximum f o r i = 1 , . . . , N - i i s z e r o 

t h e n - j - oc(N-i+1 ) i s t h e mean p a y o f f i n t h e E - i + 1 s t e p . 
Thus d j j . i = 0 i m p l i e s t h a t - a ( H - i ) s » E 1 ( o ) i - oe(K-i+1 ) . 

Hence a . S u p p o s e t h a t d u _ i _ i 0 = d H - i » t h e n 

1 N - i 1 

o c - c — j ^ j — = -j^j- . i 'he c o n t r a d i c t i o n p r o v e s t h a t = 0 . 
L e t us i n t r o d u c e t h e f o l l o w i n g n o t a t i o n : 

f 14.1 ( œ ) 

a ± = [ i n f a s oc e ( 0 , 1 ) £ cc= 

By t h e c o n t i n u i t y o f t h e d i s t r i b u t i o n l aw and by t h e f a c t s 
( 0 ) < 1 , = 0 s e t toraokets l 0 n o n -

e m p t y . So f o r a < oc^ we h a v e 
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10 A.Sierooiiiski 

oc< 1 - d N - i ^ ( 0 C ) and d K - i ( a J dN-i+1 

The de f in i t ion of ^ implies: 
P r o p o s i t i o n . The sequence (cx )̂ decreases 

i . e . 1 = oc 
For o c < a i djj^iocJ; d N - i + 1 ( o c f a a " C o r o l l a r y . 

. . . ^ d j j . In part icu lar f o r the decision num> 
bers d^(oc) form a nonincreasing sequence, 

Our l a s t two propositions w i l l generalize re su l t s obtain' 
ed in C4] f o r oc = 0 to the case oc > 0. In proofs we s h a l l 
l imit ourselves to the part with a cost* 

„N-2 P r o p o s i t i o n , Let yQ = inf 

* 1 - 7 * 

7 e ( 0 , 1 ) : y 1 

1 -7 

N For 0 < o c ^ o c K _ 1 

f u l f i l l the equations 

- the numbers i = 1 , . . . ,N-1 

i 
i V 1 / i \ i - k , , .k „ 1 -x 

k=1 

P r o o f . Suppose we are in the N-i-th step and 
x = = maxfx^ , . . . .X j j^ ) = d j ^ . We s t i l l have i draw-
ings at most. V/e s h a l l stop in N-i+k - th step with proba-

k-1 / 
b i l i t y x (1—x) for k ^ i - 1 and in N-th step with pro-

i—1 
b s b i l i t 7 x . This resu l t s from the f a c t that decision 
numbers do not increase, and so our loss equals 

-oc t k ~ 1 ( 1 -x)(N- i+k) + E x 1 - 1 

Enclosing a f t e r Q43 the part without the cost we get 

E^x) = f ¿(ijx^d-x)* - *(N-i) -oc(^). 
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The mean payoff f o r the s topping i n the N - i - t h s t e p i s 
x* - o c ( N - i ) . We get the t h e s i s by equa t ing obtained v a l u e s . 

R e m a r k . By [4] (0) f o r N«=51 . Thus 

jH-11 
Oc N-1 

1-d 1 (0) 
f o r 51. 

Hence f o r .a ^ 2(n-1 j , N s^ 51 we have the p o s s i b i l i t y of 
couiputting the d e c i s i o n numbers. 

P r o p o s i t i o n . I f the dec i s ion numbers form 
a nonincreas ing sequence then the mean payoff f o r the s topping 
r u l e based on these numbers i s given by: 

1-dN N"1 

EN = 1 
r fdf dN 

N 
r=l 1=1 
y y - j l . V Ü 
/ / . \ r N / N-r N OC 

N-1 k .k\ d. 
1 + EE? k=1 H=1 

P r o o f . ( f o r the par t with a c o s t ) . 
Let A. denotes the event iwe s top in the k - t h s t ep} . 

/ H \ 1 

Ak are d i s j o i n t , PI t^J A k j = 1 and the mean cost equals 

J L N 
-oc T ~ k«P(Ak). Let Bk = [ J k ± , k = 0 , 1 , . . . ,N-1. We ha-

ve - a 

N-1 

k.P(Ak) = -oc-

i=k+1 

k C p ( B k-1 ' - p ( B k Î l + N ' P ( B N - 1 ) 

= - a > ^ P(B k ) . Let C^ = {we s top a f t e r k - th s t e p and 

the i - t h number i s the b igges t among the f i r s t k numbers}, 

i+1 < c - 1 , . . . ,N-1, i — 1 , . . . , k , i . e . C^ = | x1 ^ x ^ , * . . , ^ , x 
< x ^ , . . . , x k < x i , x i < d ^ j . For each k C^ are d i s j o i n t 

d i 
and U c J = Bk . I t i s easy to see t h a t P(c£) = J x ^ " 1 d x i = 

k d^ d? 
= -TT- . Now P ( B J = -oc K k=o K 

1 + 

d,i 

"0 

Q .e .d . 

- 673 -



12 A.Sierooiiiski 

R e m a r k . The above result is usefull not only In 
the case of a non-Increasing sequence of decision numbers. 
Looking at the mean °° ° N-E A A 

We can fix the optimal stopping rule in this set. Namely, the 
coordinates of the point (d.j,... in which the function 
takes its maximal value are the decision numbers in the opti-
mal stopping rule. 
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