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T H E (Z, Q)-SYSTEMS 

Introduction 

The notion of a (Z,Q)-machine has been introduced by 

Zakowski in [6]. The notion of a (Z,Q)-machine is a generali-

zation of the notion of Pawlak's machine [3], of a k-machine 

[1], of a simple continuous machine [2] and of a continous 

simple Ζ - machine [5j. The (Z,Q)-machine is an abstract 

model of computing machine which describes the three basic 

types of that device: digital, analog and hybrid computers. 

Roughly speaking, a (Z,Q)-machine is a deterministic device 

which uniquely extends functions of η real variables 

defined on Ζ to functions defined on Q (The unique 

extension of computations is the common attribute of all the 

computers mentioned above). 

In the present paper the idea of the description of the 

computing machine with the one input is generalised to the 

multiinput case. The behaviour of the (j,Q) - system depends 

on signals acting on each input and the interractions between 

them. This behaviour le described by - so called - {1,(1) -

processes, whereas a computation and*a subcomputation of the 

(Z,Q) ~ system are the functions defined on the set of all 

the moments admissible for all inputs. It seems to the 

authors that the presented model of computing machine could 

be the new tool for investigations on the parallel and 

independent behaviour of multi-input systems. 
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1. Basic notations and d e f i n i t i o n s 
Let S be an arb i t ra ry but f ixed non-empty s e t , - the 

set of a l l non-negative r e a l numbers and - the se t of a l l 
non-negative i n t e g e r s . Let η be an ar b i t r a r y but f ixed 
posi t ive i n t e g e r . 

I f a e £ * and 0 φ Uej?* then U& = [ t eJt: t - a e u } . 
Let Qk , k = 1 , . . . , n be an arb i t rary subset of SC 

such that 

(1) V .and V V ( Q J a * Q k 1<k<n Ukan asC^ K a K 

and l e t Z^ be an arb i t ra ry subset of Q^ , k = 1 , . . . , n 
f u l f i l l i n g the following condition 

(2) ν V [ W * V z k ] · 

t < t 2 

η 
By Q we s h a l l denote the set , 0 Q . Note that 0 KS1 iC 

Jí¿cQq and f o r a n y a 6 ^ 0 * W e a l i a ·1 ·1 a l so introduce 
the following nota t ions : Z1 => Z,|* . . . *Z n > Q = Q.,* . . .* and 
Zg = ' { ( t 1 , . . . , t I l ) e û j ( t 1 - a 1 , . . . , t n - a n ) e û ] , where ä = 
= ( a 1 , . . . , a n ) e Q. The set of a l l mappings f : Ζ — S n such 
chat f = ( f f ) and f ι Ζ — S , i = Ι , , . , , η i s η 
denoted by ; s imi lar ly the set of a l l mappings f :û—- S 
such that f = ( f ^ . . . , ^ ) and : Q ^ — S , i = 1 , . . . , η 
i s denoted by TQ . By Λ ι α we denote the set of a l l 
operators A such that 0 Φ DA ε and RA e . By the 
Q - s h i f t operator we mean the operator assigning to every 
mapping f : Z f f — - 3 n , ä = ( a 1 t . . . , a n ) the mapping 
f * : Ζ — S n such that 

w f ( t 1 , . . . , t n ) s f ( t 1 + a 1 , . . . , t n + a n ) . 
t n ) i Z 
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The (7, Q )-aystems 3 

by fZff we denote the mapping (f |Zj )* , where a e Q , 

fe f0 and additionally f, = f|Z . 
η 

Por any f£ffl, cff denotes the mapping <pf j Qq—'- S 

defined as follows 

V φ (t) m f(t,...,t) . 
V df 

t e Q o 

D e f i n i t i o n 1 . An operator M e A z g is 
said to be a (Z,Q) - system iff 

(3) V [(Mf|Z ) = f] , 
f £ DM 

(4) V V [ V ^ J · 
feRM S=(a,...,a)£Qo

n 9 

The elements of the set DM are called the initial 
mappings of M and the elements of the set RM are called 
the processes of th&t system. If f = (f^,...,fn) ie a 
process of the (Z,û) - system, then the mapping cp̂. is 
called the computation of that system; the function 
fjj Q 0 , i = 1,...,n is called the i-th subcomputation of the 
system. 

Por η = 1 the (Z,Q) - system is the (Z,Q)-machine [6j . 
In that case processes of the system are computations of the 
machine. 

The (Z,û) - system can be said to be an abstract model 
of the computing device with informations coming from η 
independent sources. By Z^ we mean the set of all the momente 
such that informations from the k-th source (k,=1,...n) are 
supplied . Q^ is the set of all the admissible moments for 
the k-th source. Conditions (3) and (4) characterize the prin-
ciple of work of the (Z,Q) - system. Condition (3) requires 
the unique extension of an n-dimensional information, whereas 
condition (4) secures the "closure" of RM with respect to 
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4 E. Stankiewicz, W. Zakowski 

" translat ions in time" at every possible moment for every 
source. By the computation of the system we mean the "display" 
of the process in the set of a l l the moments admissible for 
a l l sources. 

2. The basic properties of processes and computations 
of the (Z,Q) - system 

D e f i n i t i o n 2 . A mapping f t f f l i s sa id to 
be periodic i f f there e x i s t s rc Qq such that the following 
condition i s s a t i s f i e d 

(5) V f(t 1 + r t . . . ,tn+tf - f ( t 1 f . . . , t 2 ) . 
( t r . . . , t n ) e û 

L e m m a 1 . I f f = ( f f ß ) e i s a periodic 
mapping, then the mapping cp̂  i s periodic, moreover the 
functions f^ are the periodic functions of variable t . 

P r o o f . Let r e Qq be the element satysfying (5 ) . 
Since condition (1) i s true for Qq , then t + t t Q Q for any 
t ε Qo and we get the equality 

<pf(t+t) = f ( t + r , . . . , t + r ) = f ( t , . . . , t ) = <pf(t) . 

The second statement follows from the structure of f . 
D e f i n i t i o n 3 . A mapping f e i s said 

to be Ζ - infect ive i f f f , / f . for any ä,§eQ n , _ Ε o o 
ä = ( a , . . . , a ) , b = ( b , . . . , b ) , a 4 b . 

D e f i n i t i o n 4 . A mapping φ : Qq—«-Sn i s 
cal led Z-injective (0 ¡i Z c Q q ) i f f ((fl2^)* Φ ( tpl 2 ^* 
for any a,b ε Qq , a Φ b . 

Let us assume that Q„ =» Q_ = . . . = Q = Q and ι 2 η 
Ζ. « Ζ. = . . . ο Ζ -Ζ , until Lemma 3. Then we have Q = Q 1 2 η o 
and Ζ s Qq . We shal l invest igate re lat ions between 7 -
i n a c t i v i t y of the mapping f = ( f 1 , . . . f f Q ) e TQ , Ζ - i n a c -
t iv i ty of the mapping <pf and Ζ - i n a c t i v i t y of the 
functions t^ [4] . 
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The ( Z , f l ) - s y a t e i n s 5 

I f t h e r e e x i s t s i , K i < n s u c h t h a t t h e f u n c t i o n 
o o 

f ^ i s Ζ - i n f e c t i v e , t h e n t h e m a p p i n g f i s Ζ - i n f e c t i v a 

° To p r o v e i t s u p p o s e t h a t f z = fZg. f o r some S , b , e Q 0
n , 

S a ( a , . . . , a ) , b = ( b , . . . , b ) . T h i s e q u a l i t y means t h a t 

V f ( t ^ + a , . . . , t n + a ) = f ( t 1 + b , . . . , t n + b ) 

( t^ f · . . f t^ ) €Z 

i n o t h e r w o r d s 

V V f ± ( t + a ) = f ± ( t + b ) . 

1< i<n t € Ζ 

E s p e c i a l l y f., ( t + a ) = f , ( t + b ) f o r any t € Z , i . e . 
o o 

( f^ =» ( f j · The a s s u m p t i o n c o n c e r n i n g Ζ - i n j e c t i v i t y 
o a ο i) 

o f f . i m p l i e s t h a t a =» b , w h i c h p r o v e s t h a t f i s Z -
1 o 

- i n f e c t i v e . 

I n t h e f o l l o w i n g we s h a l l show t h e e x i s t e n c e o f t h e 

Ζ - i n f e c t i v e m a p p i n g f € % s u c h t h a t <pf i s Ζ - i n f e c t i -

v e , but . t h e f u n c t i o n f ± i s e v e n n o t ( Z . Q ) - c o m p u t a b l e [£] 

f o r some i , 1< i<n · 

E x a m p l e 1 . L e t Q 1 = Q 2 = Q = J C , Ζ = Z^ = 

« Z 2 = < 0 ; 1 ) f - S = X . We d e f i n e a m a p p i n g f => ( f ^ f g ) : 

s a s f o l l o w s 

f ^ t ) = t f o r any t e J Ú 

Ό f o r t = 2 k , keJ i f i 

f 2 ( t ) 
1 f o r t e Ä ' - U { 2 k } . 

ktJl 

T h i s m a p p i n g i s i n f e c t i v e , h e n c e i t i s Z^xZ2 - i n f e c t i v e f o r 

any Z ^ Z , , c Q^xQg . The m a p p i n g (pf : Q i s d e f i n e d by 

<p f( t) = 
( t , 0 ) f o r t i 2 k , 

( t , 1 ) f o r t e t f - U Í 2 k l . 
k iJf0

 L ; 
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6 E. Stankiewicz, W, Zakovafci 

Since this mapping is infect ive , i t is Ζ - infect ive for any 
ZsQ . The function f is not (Z,Q)-computable for any 
Ζ = <0; r) , re J¿4 - { θ } 

Now we shall give some general properties of (Z,û) - sys-
tems for , Q.j,...,Qn satysfying conditions (1) -
- (2) only. Note at f i r s t that, by Definition 1, every operator 
M being the (Z,Q ) - system is an infect ive operator. 
Similarly as for (Z,Q)-machines ( [ 4 ] ) i t i s easy to ver i fy 
the following lemmas. 

L e m m a 3 . I f Me Λ τ α is a (Z,Q) - system, then 
f Z g g DM and M(f2 ) = for any f e RM where 
5 = ( a , . . . , a ) ε Qg . a 

L e m m a 4. I f i s a (Z,û) - system,then 
for any f , h e RM and ä,b ε Q q where I = ( a , , . . , a ) , 
Β = ( b , . . . , b ) , i f f z_ - t h e n f a s " h a 5 · 

D e f i n i t i o n 5 . A mapping f e Tg is said to 
be a (Z,Q.) - process i f f there exists a (Z,û) - system M 
such that f ε RM . 

The following theorem can be proved in the same way as i t 
has been done for ÍZ.Q) - machines. 

T h e o r e m 1 . A mapping f e ΤΛ is a (Z,Q) -
process i f f 

(6) V [ v ^ — V * * ] · 
S,beQ0 

a= ia , . . . , a J 
b=>(b,... ¿b) 

Comparing this tlheorem and Definition 3 i t i s clear that 
every Z - infect ive mapping f t ^ j i s a (z ,û) - process. 
Consequently, f o r Ẑ  = Zg = . . . = Z^ = Ζ , 
Q1 » Q2 » . . . = Qn = Q i f f » ( f f n ) « ? a is such that 
f^ i s Ζ - infect ive for some i , 1<i<n , then f i s a 
(Z,û) - procesa. 

The class of the (Z,Q) - processes is characterized by 
the following result. 
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The (Z,û)-systeme 7 

T h e o r e m I f f « Tn i s a (Z,Q) - process, 
then i t s a t i s f i e s exactly one of the following conditions: 

(7) f i s Ζ - infect ive , 

(8) there exis t a ,b ε Q n where ä 
» a o * br 

( a o , . . . , a Q ) , 
such that fT_ = f. % and 

for any a,beQ 
i f b - a e Qfl , then the equality 

Ό 
a < b 

fZg = fZ f implies that 
a = ( a , . . . , a ) , b = ( b , . . . , b ) , 

i s a periodic mapping of period b - a . Moreover, i f 
Q0 has the property that for any a,beQQ , a < b the re lat ion 
b - a6QQ holds, then condition (8) i s a l so a necessary condi-
tion for a mapping to be a (Z,fl) - process. 

The following theorem proves the existence of mappings 
f e ? ¿ which are not (z»Q) - processes. 

T h e o r e m 3 . If 5 > 2 then for any Z i Q. there 
ex i s t s a mapping f e TQ which i s not a (Z,Q) - process. 

P r o o f . Let ( t „ ° t ° ) e Q - Z . Then there 
ex i s t s i 

1 » · · 
1<i<n such that V Qi - z i Denote by t 

max ft? , . . . , t ? L where t . e QJ - Ζ for any 1<mck . 
η L 1 1 nJ 1m m Sn n 

One can choose we<2 such that v»>t„ . I t follows from 
condition (2) that (w w ) e Q - Z . Let y e S 
and y ^ ji y ^ . We define a mapping f » ( f 1 f . . . , f n ) as 
follows 

f ± ( t ) 
r y ( D 

„(2) 

and 

f ± ( t ) 
r ( 1 ) 

.(2) 

for t < 4-w 

for t I 1 ! \} for i e I i 1 

fo r 2kw < t < (2k + 1 )w 

for (2k + 1)w<t<(2k + 2)w 
i t [ l , . . . , n | . - J for 

Note that for any (t V , t ) e Ζ η t . + 2w<4w,.. . ,t +2w<4w 
1 n 
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8 E. Stankiewicz, W. Zakowski 

Now it is easy to check that f(t^,.*.,tQ) = f(t^+2w,...,tQ+2w) 
for any (t1,...,t^JtZ , i.e. fr = f. . On the other hand 
we have f(2w,...,2w) = (y ( 1 5,...,y ( 1¿ f(4w,...,4w) = 
« fn (2w,...,2w) which proves that f is not a (Z,û) -
process. 

Note that there exist (Z,Q) - systems such that the 
set of i-th subcomputations (for some i , 1<i<n) of that 
system cannot be a subset of any (Z,Q)-computable set 

[6], 
E x a m p l e 2 . The mapping f defined in Example 1 

is Z - infective for 2 = Ẑ  χ Z2 where Z1 = Z2 = <0; g-) , 
hence it is a (Z,Q) - process. Consequently, an operator 
M 6 i z û defined by the formula 

DM - {f2_ « Β - (a. )e Qq
2} , M(fz. ) -f fûfl-

is the (Z,Q) - system. The function f2 defined in Example 1 
belongs to the set of 1-st subcomputations of*that system. 
Since this function is not ( Z 2 , Q ) - computable, the set of 
these subcomputations cannot be a subset of any (Z2,Q) -
computable set. 

Finally we shall show that for any finite sequence of one 
dimensional (Zi,Qi),~ machines M^ , i =·1,...,η such that 

η 
Jfc.o. . Z.e H Q . one can construct the (Z,Q) - system. 
° 1 1 i=1 1 
This system has the property that its set of i-th subcomputa-
tions, i = 1,...,n is (Z,Q) - computable for some Z,Q 
(not necessarly equal to Ζ^ and Q^) . n 

Let' us denote, as previously, by <2 the set Π Q. ° t=/ 1 

and by RM. , i = 1 , . . . , n the set of computations of the 
machine M. . Por any i , i = 1,...,n , let us distinguish 
the subset of such f β βΜ± for which h e Rl^ and ae1^ - Qq 
such that f = h does not exist. Denote these sets by 

Qa R M . i = l,...,n . They have the following property 
1 ι * 

•(9) R ^ = j f Q : f e R ^ a t C ^ j f o r i = 1 , . . . , n 
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The (Z , f l)-systems 9 

We define an operator M : J z as follows 

DM = [ f 2 : f = ( ^ . . . . . f ^ R ^ x . . . xR1Kn} 

y [M(h) = (Mjh.,) Mn(hn))] 
h = (h., hn)eDM d f 

We have to prove that M i s the (Z ,Q) — system. Let h€ DM. 
Then there e x i s t s f = ( f 1 , . . . , f ^ J e R ^ x . . . xR.,Kn such 
that h = f z . As the immediate consequence of the 
construction of the s e t s R-jM^ we obtain that f^j Z^e DI.L , 
i = 1 , . . . , η . Hence we get 

M(h) = M(f, IZ) = ( M ^ f ^ Z ^ M n ( f n |Z n ) ) = ( f l t . . . , f n ) = f 

and M(f |Z ) |Z = f | Z = h which proves that condition (3) of 
Definition 1 holds. By equality (9) we get that M s a t i s f i e s 
condition (4) as wel l . The set of i - t h subcomputations 
( i = 1 , . . . , n ) i s (Z^Q^-computable. 
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