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ON THE EXISTENCE OF SOLUTIONS
OF A CERTAIN INTEGRAL-~-FUNCTIONAL EQUATION

1. Introduction

Let C(X,Y) denote a class of coptinuous functions
defined in X with range in Y, whexe X,Y 'are given
metric spaces.

Let I = [0,a], where a is a fixed positive real number.

We consider the integral-functional equation

a () a(®)
(1 ) x(k) = ré.f f#t.s.x(l))pa;....f tr(t.s.x(s)) dl.x(p.(t)) .....x(ﬁ.(t)> . tel,
[} 0 :

N
where functions FcC(Ix (RM)™™, B%), £je c(1?x R%, RY),

J = Tyeeesly, ays fy € C(I,I)y, J = 14eeey0y. 1 =1,...,m, are
given.

We shall always assume that 0 <ay (£)Kt, J = 1gees,r,
Oélsi(t)gt, i=1,...,n

1n our paper we give sufficient conditions for the
existence at least one solution ¥e C(I,R®) of equation (1).

The existence of solutions of equation (1) analogically
as for differential-~functional equations (see [?7], [8], [10])
is proved with using fixed point’ theorems in the Banach
space.

Generally speaking these theorems for a appropriately
defined operator require a Lipschitz condition (Banach fixed
point theorem) or compactness of the operator (Schauder fixed
point theorem).
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2 K. Nowicka

In the literature we have found some fixed point theorems
which combine the results of Schauder and the contraction
mapping principle (see [1], [2], [7]).

The existence and uniqueness of solution of eguation of
type (1) was proved in [6] by the uss of the method of
successive approximations under rather strong conditions.

The particular case of equation (1) is the equation con-
sidered in [5] (the case r =1, m = 1).

A differential-functional equation of neutral type can
be reduced to the equation of the form (1) (see [3], [7] -

- [10]).

It 1s well known that: if the function F:(t,u1”.”ur,mp."
...,vm)—-Rn satisfes +the Lipschitz condition with respect
to the last m variables with constants Ai’ 1 =1,...,m

m
and Y __ Aq <1, (and other conditions which are not tied)
i=1

then there exists at least one solution of equation (1).
Results of this type can be found in [2], [7] (1 = 1),
and [8] - [10] (for suitable differential egquations).
The result of this paper for ﬁi(t)‘sﬂ;-t i=1,...m,

©oom
Py € [0,1] gives the weaker condition 12-:7‘ Aiﬁfd <1 for some

J>0 J = 1geee,r,

In the present paper we use Schauder fixed-point theorem
in a such way as it was done in the particular case dlscussed
in [5].

It seems that our result cannot be obtained by the use
of the notion of measure of noncompactness and k-set con-
traction theory (see [2] and [8]).

2. Assumptions and Lemmas
In analogy with the paper [6] we define the linear opera-
tors L : C(I,R)—=C(I,R), K 3 ¢(1,R, )—C(I,R,),

m

(1€)(8) = Y _ 2 (6)g(py (),
"1=1
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On the existence of solutions 3

r a. (%)
(Kg)(t) = Z Kj(t) J'J g(s)ds ,
J= Q

where A, K., oy By are given and 2, K e c(I, R s
oy pieC(I I), 1 = 14000,y J = Tguee,rs
Put

100

* Liyreni sevey in
A1(8) = By(8)y By "T(E) =/£i; (B, (t))

in = Tgeeeylly 0 = 0,T,...,

R R )

A) = a08), xm (t) n1(*a)-xn (ﬂin+1(t))',
1,1, ,...,m,n_O’l,...,teI,

we have for , g C(I,R.) and n = 1,2,...,

m m
i i S §
1’.... L" ;]
(Pe)e) =) -y AT we(al TR (1)
].,,:1 inz']
where LP df Le Ln_1; n=1,2,..., I° = J - operator identity.
Put
D
w5 o
n=0

with pointwise convergence of the series in I.
In further considerations we need the following lemma.
Lemma 1. If h, KjeC(I R, R Ay ﬁieC(I I)
aa(t), By (t) g [0,8], teI,

1,---,1" i:'l,....,m, and
‘me=Mh < + o0,

= Mk < +00,

-‘ll.B?—



4 K, Nowicka

T
where k(%) = Kj(t)aj(t), and if m,ﬁe.C(I,R+),
J=1
sup B(t)/t<+oc0, teIl, then
tel

(a) there exists 8, € C(I,R+) being the unique solution
of the equation

g = MKg + Mh,
in the class of bounded, non-negative and measurable functions
defined in I. (This class will be denoted by M(I,R+)),

(b) the function 8g is the uniqgue solution of the

equation
g =Kg+1Lg+h

. af _ .
in the classdfM(I,R+,go) - {g : ge M(I,R ), ||s|l0<+oo},
where |g|, =iMTP :O<g<q<%,ceRJ,

(¢c) the function g = O is the unigue solution of the
inequality

g<Kg + Lg

in the class M(I,R+,go).
The proof of this Lemma appears in the paper [e].
In this paragraph we shall make the following assumptiomn.
Assumption H1. 1. There exist functions
Ay T30 1j’ hJ’ H, e C(I,R+), i =100,y J =1400.,r, such
that

(a) "F(t,uq,...,ur,v1,...,vm)—F(t,uq,...,ur,Vq,...,Vm)ns
m —-—
< E A (t) vy - 95
r
(0) JB(t,0q50eesupyvyyeen v < %:_;, 75() Jug] +

m
I A () Jug] + (),
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On the existence of solutions 5

(¢) "fj(t,s,u)" < 13.(1;) "u" + hj(t), J = Tgeee,r,

af
for tel, ful, [vyfs |73) <R, = max g (t), 1=1,...,m,
(where go(t) - defined in Lemma 1),

at
“uj"x< Rj = a[Ro $2¥ lj(t) + :2¥ hj(t)J’ J = Tgeseyr.

2. The assumptions of Lemma 1 are fulfilled for
r

h, Kjec(I,R+) defined by h(t) = Ho(t) + - ’[J.(t)aj(t)hj(t)

Kj(t) = [j(t)lj(t) J =14eee,r, tel

Let W [y :yec(m,r?), |y()] < g ), tel] with g,
defined in Lemma 1.

We can now prove the first result.

Lemma 2, If Assumption H1 is fulfilled, then for
any yeW there exists the unique x(*,y)eW being a solu-
tion of the equation

a1(t) a.r(t)
(2) =xt)=r t,ft1(t.n.y(l)) ds....ffr(t,l.y(l)) dayx (B, () veee X (B (.t)> ¢ teErx,
0 0

Proof, We dgefine the sequences {xn}; {g;} putting:

o, a (¥
x‘ﬁ(t) = l(, ff1(t.l.’(l))dl|.--.f tr(t.l.y(l)) ds, x (31(1:)) sees X (ﬁ“t)» .
° 0 :

xo(t)EO. n=0’1'ooo’ teI’
and

Eneq (t) = (Ig7)(t)
s;(t) = g,(t), n = 0,1,..., teI,

with 8 defined in Lemma 1.
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6 K. Nowicka

We prove by induction that

(a) |5 (t)] <&, (t)y B =0,1,.00y tel.

We have |x,(t)| = O<g,(t) and if we suppose that
ux (t)" go(t) then

o, ® a (t)
| IO " “r (.Jr (ba803(5)) d,.0. .ft (te8s7(0) da,x (/31(t)).....x (A (t)) ”
oy (t)
<Z TJ(t)Uf (t.s.y(l) A (B x (ﬂi(t))" +R (t)ﬂ
o (t)
<Z 7,01, (t)f Jy@] e + Z AORNORRORS ZA ) |z, (B,) |] +
=
. aj(t) .
+B (t) <Z (t)J‘s (8) ds + ZA #) g (ﬂl(t)) + h(t) = g, (t)y teI.

ix

From here and by induction we have (a).
From the definition of the sequence { g;} we have
n
gp(t) = (L° g, )(t).

It follows that gh(t)=0 as n-oco, teI (see [6]),
where —= denotes the uniform convergence in 1I.

Further by induction we get "xm_p(t) - xn(t)“ < gn(t),
tel, pyn = 0,1,2,000, &

The proof this fact is very simple because we have
2o (6)] < & () = 8, (t)y P =0,1,200., o
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On the exlistence of solutions 7

Suppose that ||251+p(t) - x,(t)], <gg(t), then

oLt o (t)
ﬂxn»n(t) - xﬂ"“(t)l = i ¥ <t. f f1 (t'!l’(')) “lot-'f ‘r(t""(')) “.xlﬂ-p (ﬂ1(t)) .-..!n+p (ﬂ.(t9 -
0 0
ot a(t)

-'@f t1(t.l.y(s)) dl....ftr(t.n.y(n)) s, < xn(ﬂ1(t)).....xn ({3&)9 "<
0

[}

<) A “ %ep (ﬁi(t)) -x (p‘(t)) “ <Z A() &7 (B(0) = g:ﬂ(t) .

i1 i

From this estimation and according to g;(t):=:0, tel, we
have that the sequence {xn] converges in I uniformly
to X being the continuous solution of equation (2) in the
subset W.

We must prove that the solution X of (2) is unique.
Suppose that X,% are solutions of (2) and ¥,XeW we .have
then

111(t) a.r(t)
ﬂim -:’:m[l - |r<t. J- t1(t.s.y(l)) d8ye0ny f tr(t.a.y(-)) a8,% (p1(t)).....i (p.(t))> -
0 0
a1(t) ar(t)

-7 G, fl’1(t.l.y(l)) 8,000, ffr(t.n.y(s)) a3 (A (1) 0eeed (ﬁ.(t)9 n<
0

0

4211“)“;(’31“))';(#1(‘)) " v tel.
[

Put u(t) = [#(t) - T(t)] we have ult) < (Lu)(t).
This implies that u(t) < (IL® u)(t). On the other hand since
X,FeW, then u(t)< 2 (L” g )(t)==0 for n—os, tel.
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8 K. Nowicka

[
°

Finally u(t) = O and we conclude [%(t) - %(t)] =
Thus the proof of Lemma is complete.
Consider thé operator U: W—-W

Uy d=f x(+,y),

where x(-,y) is the unigue solution of equation (2) for
a given ye W,

Under some additional conditions we shall prove that the
operator U has a fixed point in the subset W.

Tet wo,wj,mj,f)j,mje C(R+,R+), J = 1yse.4r be subaddi-.
tive .and non-decreasing functions and coo(O) = Wy (0) =
= (33(0) = 53(0) = 53-(0) =0y J = 1yee.4r, such that

1. "F(t,u,],... S T F(t',u',l,... sULs Ve es sV "g

r
<w (It - ¢)) + ;mj(ﬂuj - u'J.ll)
J=

for t,teI, |v] <Ry, ||ujﬂ', Jus] < Bjs 3 = 14eeem,

2. "fj(t,s,v)-fa.('d,s,v-)“gcsj(lt-t'|)+fsj(llv-v-|]), §=1,0..,r,

for t,t'e¢ I, O<s<min(t,t'), |v|, [v] < Ry,

3. ]aj(t) -aj(t')|<ﬁj(lt -t'1)y J = 14000y, t,teI.
Note that such functions always exist, in fact, tbéy are

the moduli of continulty of suitable functions.

Assumnption H2 Assume that the following
series are convergent '

T my(8,60ee08) E OB)(8,6),000,6,) <4 o0,

r
where p(t,644e.0,6,) = ;j;’l wj(6jaj(t))' é':jeR_'_, J = 1y4eee,r,

- 442 -



On the existence of solutions 9

. 2(:1.1:2) ¢ ZE Z Leeenety (tz) *1-.. ot (t) ﬁi veeod (tz)’)< -

k-01I1

where t,,t,el, w(s) = wy (8) + Z ws (s @5 (s) + R (S))
j=

3. The functions m,y M, are continuous.

Lemma 3. If Assumption H, and condition 1
of Assumption H, are fulfilled, then the operator U is
continuous in W. .

Prooif. Let y,],yz‘e W and x, d: x(-,y,]) = Uy,I

Uy2 are édlut'ions of equation (2).
t) - x, (), & =8, - ,
|x1(8) - x(6)], 65 = &(max [y, (8) -5, (0)])

J=146e0.4r, by our assumptions we get

x, ar x(*435)
Put u(t)

o, (t) o (t)

!Q,\ft(t.s.y (s))u.....fr (tesor,(s) oz, (B,(8) veerux (8, (t))>

u(t) =ﬂ x(t) -x (t)||

a1(t) oLr(t)

-’6..0]‘:1(“9'%(.)) M...-.!!r(t.l.yz(s)) ds,x, (/31(':))..“.:2 (ﬂ.(t)>

<
o((t)

Zw, U[ (t.s.y1(!) -t (t.s.y (,))]
<Z J(6 a(t) Z li(t) u (pi(t)).

jet 11

lx(t) " %, (B(¥)) = 2, (B() " <
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10 K., Nowicka

Finally, we get
u(t) < p(ty6)9000,6,) + (Tu)(t),

n-1

a(6) <) (TP)(6,60,00006y) + (T)(H).
k=0

But u(t) < 2 8, (t), consequently we have

n-1

a(5) €Y (T5) (4,67,00056,) + 2(1° &) () .
k=0

Letting n-=oco and from (® go)(t) =0 for n—-—o we obtain

u(t) < Mp(t,6,900046,) = mq(t,6440..46,). By the continuity

of the function m, we conclude the assertion of Lemma 3.
Lemma 4. If Assumptions H,, H, ,are fulfilled and

o L 11’000’111 11’|oo.in
(3) E E Ay (tz)go(pn (t1))=o as n-ooyt b€ I
1,=1 1i=1

1

then the set U(W) 4is compact,

Proof. The set U(W) is a subset of C(I,R%), hence
this Iemma is an easy consequence of the Ascoli-Arzela '
theorem. Indeed with the following calculation we havet

let yeW and x = Uy

% (t) v % (ty)
ffx (t02) = =(e,00)] = |7 (t X f £,(t 8076 dsyeces f 2, (by00ar00) dnux (By(%) sereen (B(%,) -
0 0
ay(ty) 2(*)

-t 62.! f1(t2.l,y(l)) a-.....!rr(t1.-.y(¢)) ,x (;}1(t2) roaes x(ﬂ-(tz)»ﬂ<
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11

oL(t

i,; (1t - D Z ("f £,(t,087(8)) a8 - f £, (pp0er(s) s

1=

a(t

)

’le(tz) = (pt(t1) ") -x ('Bz(tz)' ’)|<“’o (I ot l)

i=1

'Z("J ey (Itf'*zp M aa(ltf*z‘)] le(ta)ﬂ x(By(t)or) = x(By(t;)) “§

{a1

=1

<u fo =t o) ae) (A

1=1

Let V(t,,t,)

) T (ﬁl('z)'

)

= "x(tqu) - x(tzvy)"’ we have

m
V(g st,) <; Ay (65) V(B (50,8 (65)) + w( |6y = %))

and consequently

n-t m m

11 [T 1]
\)(t,].tz)nsz E Z Ak
k=0 1,1=‘1 1k=1
m m 11’ 1n \
+ E ...E A, ('(;2)\)@n
11=1 1n=1

for n=0’1"-n, t1,t2€ I.

i,
('cg)w(]ﬁk1

i '.uo.i
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12 K. Nowicks

But \’(tq’tg) < go(t,]) + go(ta), thus

i 1!1 inl1

Z Z i L ..l z) ] (ﬁt voe ..1 (t1)> Z Z A RN .1. (tz)‘ t .....1 (t2)>

1 =1 "1
By assumptions of the Lemma we get

(z® go)(ta)zo for n-—-oo,

Finally, letting n-+co by (3) we obtain the estimation

t .t2)§Z Z Z 1 .....i (tz)w

1-1 131

1 seeesdl 1 geensd

(ty) -y (*2)

) = IZ (t1't2) ‘

By the continuity of the function m, we infer <the
equicontinuity of all x(¢,y) and now by the Ascoli-Arzela
theorem we arrive at the assertion of the lemma.

4. Theorem on the existence

Theorem 1. If Assumptions H,], Hy, are fulfilled
and relation (3) holds, then equation (1) has at least one
solution XeW.

Proof., Inview of Lemmas 2,3,4 and the Schauder
fixed-point theorem the assertion of the theorem is obvious.
In facf, we see that the continuous operator U maps the
bounded, closed and convex set We C(I,Rn) into its compact
subset (W), thus it has at least one fixed point.

This fixed point of the operator U is the solution of the
equation {1).
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On the existence of solutions 13

Now we can give some effective :conditions under which the
assertion of Theorem 1 holds true.
Theorem 2, If condition 1 of Assumption }L] is

satisfed and if

Kj(t)< Ka-=00n8t, j =1,...,I‘, tE_I,

aj(t) <a-j't’ Bi(t)<ﬂ—i't, &-j,gie [0’1], j = 1,.;-,r,
1 =1,60e,m

n(t)< Ht? for p>0, H>0O,

M(t)<ii=00nst, i=1,'ou’m

q.
wy(s) = Qo.sl’ wj(s) = Qj~s J, gy = const, J =1,...,r,

QO’ Qj € R_,,’ J = Tyeee,r,

(T)j(s) = Qj-s°j, vy = const, mj(s) = Qj-s”'j,
By = const, J = 1,s.a,r, QJ’ QJER_'_,

Q3 & pin (Poqdvlsﬂj'q:j’\?j'QJ)' J = yeeuyr,
and

m

(4) Z iipfd <1y J = Tgeee,r,
i=1

then equation (1) has at ieast one solution x € W.

Proo £, To prove this theorem it remains to observe
that under conditions assumed Assumptions Hy, condition 2
of H, and relation (3) are fulfilled.

- 447 «



14 K. Nowicka

The results form the following estimations:

By (ty840 eenr6) = ZZ Zx (t)imjéjaj@il'm'ik(t)))Q

k=0 1,=1 1,=1 =1

SV T, Liforas 8,9

k=0 1,=1 1k-1 1=1

= i‘Qd (Z Zﬁ"ﬁ ﬁ1> -

k=0 j=1 11—1 i ‘1 1=1

<Z % ]51> -(aj~6j.t>qj-53j < 4 oo

k=0 j=1
and
n m
my(ty0t5) ‘i ":‘. .ik(tz)‘ﬂ(]ﬂ:l 11{(*‘1
k=0 11=1 ik=1
‘ oo m k k1 k
42 I—[ xﬁ[“’(]—[ Py, t4> *‘*’( Ay vt
k=0 11=1 1k=1 1=1 1=1 1=1
oo M m k k
<2 r' 111'2“’ (H 1 t> '
k=0 11=1 1k=1 1=1 1=1

where t = max (t1,t2).
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On the existence of solutions 15

Finally, we get

oo r m k
PR ¥
my(t,et,) <2 E < X /5i~'> x
1

k=0 j=1 \is=

q

v.*q, .
x[}‘s2°-+s%.a 1%,,757% G+ (8 4 3] < + oo,

It is clear that m, and m, are continuous.
Relation (3) of Lemma 4 .is implied by

SRR SRS w (1L

i=1 i =1 \l=1
m
P A
=c-H-t1< A Tii> =0 as n—oo,
\i=1

Now we find that Assumptions H,, H, and relation (3)
are fulfilled if (4) holds.

5. Some remarks

The following initial problem for functional differential
equation of neutral type of the form

(5) ™) v (e ) sty 08) woren™ V)« S0 eenst™ g 00)
for tel and
(6) x(0) =x'(0) = v = x(n-q)(O) =0

(the general initial condition x(t ) = Co s x'(to)'=

=1
,.l,...,x(n )(t ) = c,q by the substitution y(t - to) =
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16 K. Nowicka

n-1 c. . .
= x(to) - Z 3%-(t - to)J reduces to the condition consi-

dered heregj can be reduced to the integral-functional
equation of the form 1),

If we want to 1nvestigate whether +there exists
xec® ([0,a]) (c®([0,a]) consider the Baanach space of n times
continuously differentiable functions x from [O,a] to R)
which satisfies equation (5) with conditions (6). We can reduce

n-"1
by the substitution x(n)(t)=:y(t),...,ﬂ{t) = f (§:$ 1 y(s)ds
4 1

the initial problem (5) - (6) to the equivalent equation

o, (t) cxn(t)

1 =1
(d.1(t)-s)
(7)  swav t.f e v(s)dsn--.f ¥(s)dsyy (B(8)) s eeery (B, ()] -
0

0

Now it easy to formulate the sufficient conditions for
the existence of solution of the problem (5) - (6).

In this way we can obtain the result more general than
that one stated by Nussbaum [8].

This fact can be motivated by the simple functional-diffe-
rential equation

(8) x' (t) = k-x' (m-t) + g(t), 0O< t < H, x(0) = 0,

In this equatiom k and m are constant, O<m<1 and g
18 a ¢®1 function.

The result of Nussbaum can be applied to this equation,
it yields the answer: If |k m® 1| <1, n>2 and k md # 1
for 0« j<n=-2, there exists a unique solution of (8) in
¢® ([o,n]).

The results of this paper used to this equation give the
answer: If |k mn|<’l, n>2 and k nd #1 for O«j<«<n-2,
there exists a unique solution of (8) in c% ([0,H]).

I wish to thank M., Kwapisz for introducing me to this
field, and for his valuable help and advice during the prepa-
ration of this paper.
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