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A GENERALIZED COMPOUND HILBERT -~ RIEMANN PROBLEM
FOR A SYSTEM OF FUNCTIONS

The linear Hilbert-Riemann problem in the class of analy~
tic functions was examined by J.S. Rogozhina [1] and Lu Chien
Ke [3]. Some Hilbert-Riemann problems in the class of pseudo=-
analytic functions were considered by J. Wolska-Bochenek [2]
and G,Warowna-Dorau [14]. The present author ezamined'[}S]

a compound non~linear Hilbert-Riemann problem in the class

of amalytic functions. The aim of this paper is to solve
analogous problems, both linear and noan-linear, for a system
of m functions (m > 1). The non-linear problem will be
reduced to an equivalent system of singular integral eguations
(see (39) below) that will subsequently be examined by using
Schauder ‘s fixed point theorem.

1. The linear problenm

Let D' be a multiconnected domain of the (open) complex
plane E whose boundary consists of disjointed closed curves
LysLoseeesLy and of the unit circle L = {z: |z ] = 1}. We
assume that all curves Li (i = 0,1,e4.,m) are of positive
direction with respect to D' and that L1,...,Lm are si=-
tuat%F ingide the c%rcle Lo. We shall use the notation

i=1 0

the domain placed inside the curve Li’

N - _ Y o _ - + . - N
L=U 1,5 D '1L=)q Dj5 S, = DULUD'UL,, where D; is
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2 Z.St.Gtowackl

The problem to be examined consists in finding a sectio-
nally analytic vector ¢ (z) = [¢1(z),...,¢m(z)] whose bounda-
ry values ¢+ and ¢' satisfy the following conditions

a)  ¢T(%) = A(t) §T(¢) + glt), t €L;
(1)
b)  Re [o(ty) FHt)] = Bty tye L

o] o’
where A(t), c(to) are given square matrices and g(t),
H(to) are given vectors-
We make the following assumptions:
© The complex non-singular matrix A(t) = [Adﬁ(t{],
(¢, B= 1,2,404,m) 1is defined on L and belongs to the clas
(M,,k,) on L.”

20 The complex diagonal matrix c(to) is defined on L
and- its elements ci(to), i=1,2,0s.,m belong to C#(Mc,k
on L,. Moreover, c(to) £ 0 for all t,€ Lye

3° The real vector H(to) ig defined on Lo and
H(t,) € C,(My, ky) on I,

4° The complex vector g(t) is defined on I and
g(t) e Cy(My,ky) on L.

We introduce the following notation (see e.g. [9])

(2) ina[a(6)]; = 5og[in det A(6)] [ =i [arg det A(8)]; =2y

(3) 1ind [(c(to))-1 . c(to)]Lo =—2—1H|:1n det (c(t )",

]
c(t.) = —|arg c(t_) = Xpe
JJLO I o]L° R

*) e say that A(t) belongs to C, (MA,kA) if each ele-
ment of A(t) Dbelongs to Cu(Mp,kp), Where ykat is
the class of all functions whose moduli are boundeé by the
constant Mp > O and that satisfy H8lder s condition with
the coefficient kj > O and the exponent ue (0,1>.
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4 generalized Hilbert-Riemann problem 3

The sum

(4) at=aCH +3€R
will be called the index of problem (1).

2. Solution of the linear problem

It is well known (see [5], pp.368-371; [8], pp.49-52 and
[9], pr. 439-442) +that the general solution of the lipear
problem (1.a) is given by

[ -1
(5) ¥(z) =-%%%%k/n[k+\ﬁgl zsir) dt + X(z) P(z).
L

Here, P(z) 1is a vector whose coordinates P,(z), (1=
= 1,2,000,0) &are arditrary polynomials and

(6) x(2) = [L(2)]5 a4 p= 1,2,0e0,m

1 m
is the canonic matrix whose columns X (2z),...,X,(2),

(= 1,2,00e4m), forming the so-called fundamental systenm,
are the solutions of the homogeneous problem

(7) Xt (t) = A(t) X7(¢), t e L.

Let us note that the canonie matrix has the following
properties:
a) det [Xa(z)] # 0 on the whole plane PBj

b) The boundary values ﬁi(t) of the elerents of X(z)
&xtﬁ= 1,2,.00,m) satisfy on 1L Hdlder s condition with the
exponent %5~ and the coefficlent k_> O;

¢) The integers =X+ Wy sessy =¥y » called the par-

m
tial indices of the problem (see [9], p.428) are equal to
the orders at %nfinity of the appropriate fundamental solu~-
tions i&(z), X,(z) yeuey Xlz), (a=1,2,...,m). The equa-
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4 Z2.8t.Gtowackl

nm .
lity oy = aeHi holds true. Assuming that aeH1> aeH2>
i= ‘
> >—
cee = 2 o>af 2 ~-°>OC ’_A,ﬁ P s =r= P4
/st/ ~ Hs+’-1 - I'Im, i=1 Hi’ 4 i=8+1 Hi,

we have a,; = A - .
It follows from the results of J.S.Rogozhina [1], Iu

Chien Ke [3], and J.Wolska=-Bochenek [2] that if a solution
of problem (1) exists, then it is given by

(8) . P (z) = ¥Y(2) + X(z) po(z),

where P (z) 1is a vector with coordinates & ,(z), (i =
= 1,2,¢00,m) analytié in S0 and continuous on So’ By
(1.b) we can assert that

(9) Re[c(ty) X (¢ ) (s )] = n(t,); t,€ L,

holds true, where

{10) h(to) = H(to) - Re [c(to) Y(to)].

The problem (9) is called the Riemann problem and (see [8],
pp.162-172) can be reduced to the Hilbert problem

(11) p(t,) = 6t y(t,) + g,(ty), b, € Ly,
where

¢,(z) for z €8,
(12) y(z) =

gbxo(z) = &, (%) for 2z €E - S,

(13) G(t,) = - [c(to) . x*(to)]'1 . [c(to) x*(to)]
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A generaglized Hilbert-Riemann problem 5

and
(14) gq(ty) = [e(t) X (5)]™" « 2n(s ).

The problems (9) and (11) are equivalent, i.e. either both

or none of them have a solution. If a vector y(z) is a so-
lution of problem (11), then a solution of the Riemann prob-
lem (9) can be found from the formula

(15) 2(z) = —;-[zp(z> +{p(-;—)].

It is known that the non-homogeneous Hilbert problem (11)
has a solution bounded at infinity if and only if the condi=-
tion

(16) fq(t) [x*(t)} -1 g,(t) dt =0
L

is fulfilled. Here, q(t) 1is a vector whose coordinates
qd(t) (note that g, (t) =0 < a <0, a-= Hp .o ~¥p ot
1 5 2

veesy =R _2) are arbitrary polynomials of order o and X(z)
is the callonic matrix of the solutions of the homogeneous
problem

(17) X+(t°) = 6(ty) X (), t, e L.

If condition (16) is satisfied, then the vector

xt(z)| 1 g, () ar
(18) w(z) =%i(1rzj)_f [ J‘r; -g;
Ly

i8 the unigque solution of problem (9). The general solution
of problem (9) is given by
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6 Z.8t.Gtowackl

(19) $,(2) = P (z) X(z) + %—[w(z) +w(“;“)]’

where the coordinates Poi(z) of Po(z) - vector are

2R %R .~1
polynomialg of the form Poi(z) = céO) z 1, c§1)z : +
(%) . (3)

+ eee + 0y (i = 1124000y 2p ) whose coefficients N

() _1 (xhi -3) )
satisfy the conditions cj = Cy s 3 = O,1,2,...,xh.

From the considerations asbove it results that the follow=-
wing theorem is valid”

Theorem 1, If 92> 0 and if assumptions 10 - 4°
are satisfied, then vector (8) (where Y(z) and Qo(z) are
given by (5) and (19) respectively) is a solution of problem
(1).

3. The compound non-linear problem

Further generalization of the mixed Hilbert-Riemann prob=-
lem is the following problem:

To find a vector $(z) = [¢1(z),§2(z),...,¢m(zz], sec~
tionally analytic in p* and D™, whose boundary values sa-
tisfy the conditions

a) g7 (t) = a(t) §7(+) + P[t,8M(¢), @), (1), ¢"(t)],

i tel

(20){

+
°) Re[c(t°> ¢ (to)] = H(t,), t,€ L,

We retain the assumptions 1° - 3° and we make the follow-
ing assumptions

50. The veotor F(t,u1,.oo,u4m) = [F1(t,u1,...,u4m),.-.,
Fpltsugseecsugy)| 18 defined in the set {t €L, |uy| < R},

*)This theorem is a generalization of Theorem 1 in [15] .
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4 generalized Hilbert-Riemann problem 7

(i=1,2,...,m3 R being a positive number) and satisfies in
this set the lnequalities

4m

,F(t, Bypeeeslyy )| < Mp (1 4+ EE: Iuil),
i=1

[PCt 0y eeesuyn) = B(E, typenn )] <

4m
4m

Crp Jomsl* + 3y -]}
i=1

where Mp,ky > 0; pe(0,1>,
Let us suppose for a moment that the vector F(t,u1,...,u4m)
is given. In this case, by the considerations concerning the

linear problem (1) above, one can assert that the solution
of the problem

Q+(t) = A(t) @7(%) + F(t,u1,...,u4m), tel

(21)
Re [o(t,) §*(t,)] = H(s ), t € I,
%)
is determined by
(22) ¢ (z) = w(z) + X(2) wy(z),

where

(23) wo(Z) T 2s;i T -2

()] o P(r,uy0..,u, )
- X(ZL/[ ] 44 “m’ .
L

+ X(z) P(z)

%)
We assume that the index s is non-negative and that
BCHi> 0 fori=12,...,m, In the opposite case one should

make addikional assumptions of type (16) concerning the un~
knowns of the problem,
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8 Z.St.Gtowackl

and w2(z) is a solution of the following Riemann problem

(24) e [o(8 )X (5) wy(to) ] = H(v,) = Re[o(t )w (8]

given by
(25) wy(z) = Py(z) X(z) + —[ 3(z) + w3(z)]
with
-1
(2) [x (2)] 7w, (2)
(27) w4(to) = H(t,) - Re [c(to) wo(to)J,

4. Reduction of the non~linear problem to a system of
integral equations

Vector (22) has been constructed above by & formal use
of the results of papers [1]-[3] and DS] and of section 2
in this paper. Eow, we shall find sufficient conditions for
the existence of a solution of problem (20) in the form (22).

Let us note that the vector w2(t) is contihuous on L
and the coordinates

(28) Q:(t) = qx(t), ¢ “(t) = u onttls @ = 1,2,000,m

of the boundary values on L of the vector ¢(z) can be
found from (22) by using the Sochocki-Plemelj formulas (cf.
(4], p. 7 and 123).

Let us also observe that the boundary values u1(t),...
ceou (t), u2m+1(t), eeey Ug (t) satisfy the following system
of 81ngu1ar integral equatlons (see [6])
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4 generalized Hilbert-Riemann problem g

. Fo(t,t)
(29) u () = £,(8) + F(t) + | Fpmeg—ar
L

(0=1,2,000,m,2m+1,400,3m), where

[ =
B, B
D XH1) [y (1) + W (0], n=1,2,000m
B

(30)  £,(t) =1

m

A
> Xion(®) [Fogt) + fo(0)], n=2me1,unn,3m,
=

\

,

%Fn(t,u1,-|-,U4m)’ n=1,2,cco,m

(31 FA (%) =]

m

-1- -

_22 Ay non (B op{tsuyseee,ugn),
r=1

n=2m+1,o.o’4m;

BB B
-2_-}r—i- XZ(t) x;(t’)Fn(f,u1,...,u4m),
r,f=1
® n=1,2,ooo,m
(32)  F(4,2) = |
L B_ B
5?%3 xn_Zm(t)x;(t)Fn_gm(t,u1,".,u4mk
r,f=1
N=2M+7,e0e,3M,

and x:; are the elements of the inverse matrix of the matrix
+
XT(t).
By using Lemma 1 in [15], system (30) is reduced to the
equivalent system of singular integral equations of the form

(33) w6 = £(6) + B (1) + [EI T g
L
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10 Z.St,Gtowacki

where
(38) wy() = [uy(t)senyugg(8)]5 £02) = [£40),0un, 2, (4)] 5
F(6)=[F)(8) 00 e, By (8)] 5 B (8,00 [R5 " (4,2), 000, Fgn(5,7)]

are vectors with coordinates given by

[ m
A
D %) [rop(8) + wy(0)], ve1,2,0000m,
B=1
> % () + wy
ptt) [POﬁ t) + W, t)], V=m+1,s.0,2m,
B=1
m ﬁ A
(35)  £,(¢) = E X _op(t) [Pop(t)”’a(t):l Vv=2m+1,...,3m,
B=1
- B B
E XV-Bm(t) [Pop(t)+w2(t)J v=3m+1,...,4m,
B =1
% F, (t,u1,...,u4m), v=1,2,3,004,0,
% Foom (t,u1,...,u4m), V=M+1, 000,20,
(36)  F (t) = | n
- %Z Ar,r_zm(t) Fv‘_zm(t,u1,.oo,u4m),
r=1 v=2mf1,...,3m,
1 m
- 'é‘Z Ar,r‘Bm(t) FV—Bm (t,u1,-oo,u4m)’
r=1

V=3m+1 geee '4m,
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4 generalized Hilbert-Riemanh problem 11

m
[ A B
FEL O Xo(6) T@) F(T,ug,0e0 ),
r,p=1

V=1,25000 51

B

R )
EgFi X:_m(t) x;(t) Fv_mCt;u1,...,u4m) QZLV(t,t)’

» v=m+1,,,.,2m,

(38)F, (t,t) =1
B

1 - A

2wl L xv-am(t) x;(t) Fv_szt,u1,...,u4m),

v=2m+1,, .., 30,

%ﬁ. Q;.;m(t) §jt;‘(t) Fo_s (T,u 210, )

v-3m 1""’u4m)

v=3me,,...,4m,

respectively, where v{(t,T) = arg (t - 7).
Hence, problem (20) has been reduced to the following
equivalent system of singular integral equations

W () = £(t) + F*(4) +ff’t_<t_4§)ﬂ”s T, (w,,w,),
L
w,y(z) = P (2) X(2) +'%—[w3(z) + w;(22] = Th{wg),
(39) 1 [ } ,
(x* ()] ™" W,y (t)ar
ny(z) =35 ToE = Ty,
L
mylto) = H(ty) - Refo(toImy(t))] = 14wy,

where wo(to) is given by formula (23) with 3z = t,» whence
T4(w°) = T4(w1). Therefore, if problem (20) has a solution
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12 Z+.5t.Gtowacki

of the form (22), then system of integral equations (39)
pcssesses a solution and vice versa.

5. Examinstion of the system of integral equations and
solution of the non-linear problem

In this section, system (39) will be examined by using
Schauder s fixed-point theorem. To this end let us consider
the space A_of all points p = (w1,w2,w3,w4) where the vec~-
tors PR and wy are defined and bounded in So and
continuous in DY and D~ separately, and the vector Wy is
defined and continuous on Lo' Note that the vector W, has
a "jump" on L attaining there the values u,(t), (v-=
1,2,e..,4m) and the values on I of the vectors w, and
w3 can be found from formulas (25) and (26) with taking into
account the values on L of the canonical solution X(z)
of problem (7).

We introduce the addition of two points of /\_and the
product of a point and a real number in the usual way, and
we define the norm [ p|]] of a point p and the distance
g(p(1),p 2)) of two points p''’ and p(2) by the formulas
3
e}l = 22 Sp [wy| + sup [wy]

i=1

(40) ° °
g(p(”. p(2)) =“p(n - p(2)"

respectively. It is easily observed that /. is a Banach space.
We now consider in the space /\ the set V of all points
p whose coordinates WysWoeWa,Wy satisfy

(41) w e Culogrp),  (1=1,2,3,4),
2

where 04 and ¥ are arbitrarily fixed positive numbers,
and Py, @4 (1 = 2,3,4) are also positive and depend on
O1r ¥qe Evidently, V 1is a closed convex set,
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A generalized Hilbert-Riemann problem 13
In 'view of the form of system'(39) we map the set V
onto a set V"¢ A by the transformation
wy(t) = Ty (wy,w,),
) wy(z) = T2(w3),
(42)
wB(Z) = T3(W4)’
aﬁ(z) = T4(w1).
Lemma 1, A sufficient condition for the inclu-
sion V*c V 1is that the system of inequalities
{
A1M + a‘IMF + a MF91 + a3k + a8, k Pt A292 0q»
BqgMp + 34503 < 0o
81008 * 8119 < 930
a, + aSMP + aghMp + a Mpp0, + agkp + angy’1 £ Qg9
(43)WBM + Bakp + ByMp + DoMp0y + bakp + Dykpfy + Byp, +
B4%2 < #1
&ylp + &skp + 8303 <y,
81204 + 843F4 < P3»
‘ b, + bgMy + bSkP + ballp + bglp o, + b9kF + baokp?y < 94,

is valid, where the constants A1,A2,B1,...,B4, ay (i=1,2,
000’15) and b (j=1,2’o.c,9) are independent of Fv
(V=1,2,...,4HI) and Pd (C¥=.1,2,...,m).
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14 Z.,St.Growacki

Proof ., Inequslities (43) result from assumptions
1% - 39, 5°, (41), definition (40) and the estimates given
in [6].

It is easily seen that system (43) holds true if the
coefficients MF and kF satisfy the conditions

-1
Mp < [32 + (aqa,q + a4bg) a15A1J

(44)

-1
kp < [b4 + B2a15(a9310+a11a10) + B4a13(b1oa13+a981zﬂ .

Lemma 2. The set V* is compact.

The wvalidity of Lemma 2 results from (43) and from
Arzela’s theorem.

Lemma 3. Transformation (42) is continuous in
the space A\,

Proof 1s analogous to that in [4].

Thus, all assumptions of Schauder ‘s fixed point theorem
(see e.g. [4], vol. II, pp.16-26) are satisfied and hence
we can coanclude that there exists at least one fixed point
p° = (w:, wg, wg, wg) of operation (42) that is a solution
of system (39). Using the coordinates of po and relations
(22)-(27), one can find a solution of the compound non-linear
problem (20).

As a8 result we can conclude with the following theorem.

Theorem 2, If the vectors H(to) and
F(t,u1,...,u4m) and the matrices A{t) and c(to) satisfy
the assumptions 3°, 5°, 1° apga 2° respectively, and if
the constants MF and kF are so small that inequalities
(44) hold good, then there is a H8lder ~ continuous vector
$(z) = (¢1(z), ooy Qm(z)) (with the HBlder exponent not
greater than g), sectionally analytic in the domains D" and
D , whose boundary values satisfy conditions (20).
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