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A GENERALIZED COMPOUND HILBERT-RIEMANN PROBLEM 

FOR A SYSTEM OF FUNCTIONS 

The linear Hilbert-Riemann problem in the class of analy-
t i c functions was examined by J.S. Rogozhina [1 ] and Lu Chien 
Ke [ 3 ] . Some Hilbert-Riemann problems in the class of pseudo-
analytic functions were considered by J. Wolska-Bochenek £2] 
and G.Warowna-Dorau [14]. The present author examined' [15J 
a compound non-linear Hilbert-Riemann problem in the class 
of analytic functions. The aim of this paper is to solve 
analogous problems, both linear and non-linear, for a system 
of m functions (m > 1). The non-linear problem w i l l be 
reduced to an equivalent system of singular integral equations 
(see (39) below) that w i l l subsequently be examined by using 
Schauder's f ixed point theorem. 

1. The linear problem 
Let D+ be a multiconnected domain of the (open) complex 

plane E whose boundary consists of disjointed closed curves 
L.j . L g , . . . ,Lm and of the unit c i rc le LQ = j z : |z| = 1}. We 
assume that a l l curves L^ ( i = 0 ,1 , . . . ,m) are of positive 
direction with respect to D+ and that are s i -

tuated inside the c i rc l e L . We shall use the notation 
m m 0 

L = U L, ; D" = U DT; S = D"U LUD+UL , where Dr i s i=1 i i=1 1 0 0' 1 
the domain placed inside the curve L^. 
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2 Z.St.Giowacki 

The problem to be examined consists in finding a sectio-
nally analytic vector $ (z) = (z),... ,<5m('z)J whose bounda-
ry values and satisfy the following conditions 

a) $ +(t) = A(t) $~(t) + g(t), t 6 L; 

( 1 ) 

b) Re [c(t0; ^ + ( t 0 ) ] = H(t0;, t o e l 0 , 

where A(t), cit ) a^e given square matrices and g(t), 
H(tQ) are given vectors-

We make the following assumptions: 
1 The complex non-singular ma trix A(t; = [A^it)], 

(a,/3 = 1,2,...,mi is defined on L and belongs to the clas 
Cy (MA,kA) on L. 

2° The complex diagonal matrix c(tQ) is defined on L Q 

and- its elements c^(t0), i = 1,2,...,m belong to C^(Me,k0J 
on Lq. Moreover, o ( t 0 ) ^ 0 for all t Q e L Q. 

3° The real vector H(tQ) is defined on L 0 and 
H(t0) e Cm(Mh, k H; on L0. 

4° The complex vector g(t) is defined on L and 
g(t) e CM(MH,kH) on L. 

We introduce the following notation (see e.g. [9]) 

(2) ind[A(t)]L = Y 3 T r [ l n d e t a ( 1 : )]l = 2jp[ a r s d e t A ( 1 ; )J l = afH5 

(3) ind [ ( c ( t 0 ; r 1 • c(t0)]L = -*rjjrY ["in det (o(t J ) " 1 . 
0 

= F [ a r g c ( V ] l 0
 = 

We say that A(t) belongs to C^CMa,^,) if each ele-
ment of A(t) belongs to C^iM^.k^J, where (^(Ma,k^ J is 
the class of all functions whose moduli are boundea by the 
constant M^ > 0 and that satisfy Holder's condition with 
the coefficient k^ > 0 and the exponent /j. e i0,1>. 
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A generalized Hllbert-Rlemann problem 3 

The stun 

(4) at = aeH + acR 

will be called the index of problem (1). 

2. Solution of the linear problem 
It is well known (see [5], pp.368-371; [8], pp.49-52 and 

[ 9 ] , PP. 439-442) that the general solution of the linear 
problem (l.a) is given by 

(5) Y(Z) ^ / ¿ i ^ i l i d r + l U ) P(z}. 
L 

Here, P(z) is a vector whose coordinates P^(z), (i = 
= 1,2,...,m) are araitrary polynomials and 

(6) X(z) = [Za(z)]; a , ft= 1,2,...,m 

1 m 
is the canonic matrix whose columns Xrf(z),...,Xa(z), 
(a= 1,2,...,m), forming the so-called fundamental system, 
are the solutions of the homogeneous problem 

(7) X*(t) = A(t) X"(t), t e L. 

Let us note that the canonio matrix has the following 
properties: ^ 

a) det [xa(z)] ¿ 0 on the whole plane B; 
/3+ 

b) The boundary values Xtf(t) of the elements of X(z) 
(«,y3= 1,2,...,m) satisfy on L Holder's condition with the 

u exponent a n d ttie coefficient k x > 0; 
c) The integers , ,..., -¡JfH , called the par-

1 2 m 
tial indices of the problem (see [9j, p.428) are equal to 
the orders at ^nfinity of the appropriate fundamental solu-
tions i^(z), X^tz) ,..., X^U), (a = 1,2,...,m). The equa-
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l i t y x„ = > holds t r u e . Assuming tha t > <*„ > 
i=1 H i 2 

••• > 0 ^ Xu > " * > dtys \ A = ? , « - y = > » 
s s+1 m 1=1 H i 1=8+1 H i 

we have = X -
I t fol lows from the r e s u l t s of J.S.Rogozhina [ l ] , Lu 

Chien Ke [ 3 ] , and J.Wolska-Bochenek [_2~\ t ha t i f a so lu t ion 
of problem (1) e x i s t s , then i t i s given by 

(8) $ (z) = Y(z) + x(z) £ 0 ( z ) , 

where ^ ( z ) i s a vector with coordinates ( i = 
= 1 , 2 , . . . , m ) a-nalyti<S in S0 and continuous on S 0 . By 
( l . b ) we can a s s e r t tha t 

(9) Re[c ( t 0 ) X + ( t 0 ) $ J ( t 0 ) ] = h ( t Q ) ; t Q €. LQ 

holds t r u e , where 

( 1 0 ) h ( t Q ; = H( t 0 ) - Re [ c ( t Q ) Y ( t 0 ) ] . 

The problem (9) i s ca l led the ftLemann problem and (see [V[, 
pp.162-172) can be reduced to the Hi lber t problem 

( 1 1 ) 

where 

/ ( t 0 ) = G ( t 0 j f ( t 0 ) + g l ( t 0 ) , t Q € L 0 , 

(12) tff(z) = 
§A z) f o r z e. S. 

- $0 ( f ) f o r z d E - SQ , 

(13) G(t0) = - [ c ( t Q ) • X + ( t 0 ) ] _ 1 • [ c ( t Q ) X + ( t Q ) ] 
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A generalized Hilbert-Riemann problem 5 

and 

(14) g1(t0; = [c(t0) X+(t0)]"1 . 2h(t0). 

The problems (9) and (11) are equivalent, i.e. either both 
or none of them have a solution. If a vector ij/(z) is a so-
lution of problem (11), then a solution of the Riemann prob-
lem (9) can be found from the formula 

(15) n { z ) = 

It is known that the non-homogeneous Hilbert problem (t1) 
has a solution bounded at infinity if and only if the condi-
t ion 

( 1 6 ) j [ x + ( t ) ] " 1
 g l ( t ) dt = 0 

L 

is fulfilled. Here, q(t) is a vector whose coordinates 
qa(t) (note that q^t) = 0 <=> oc<0, a = _ 2 v 

a r e arbitrary polynomials of order ot and X(z) 
is the cafionic matrix of the solutions of the homogeneous 
problem 

(17) X + ( t 0 ) = G(t 0 ) x " ( t 0 ) , t 0 e L 0 . 

If condition (16) is satisfied, then the vector 

Lo 

is the unique solution of problem (9)» The general solution 
of problem (9) is given by 
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(19) $Q{z) = PQ(z) X(z) + f [w(zj +w( i ) J , 

where the coordinates P0j_(z) of PQ(z) - vector are 

( o ) *R1 ( 1 ) ^ i " 1 
polynomials of the form z) = c^ 1 z + c^ 'z + 

( V ( 1 ) + . . . + c, ( i = 1 , 2 , . . . , sev ) whose coeff ic ients c,. J/ 

( 1 ) 1 

sa t i s f y the conditions c£ J/ = c^ 1 } j = 0 , 1 , 2 , . . . 
Prom the considerations above i t resu l ts that the follow-

wing theorem i s val id 
T h e o r e m 1. If 0 and if assumptions 1 ° - 4 ° 

are s a t i s f i ed , then vector (8) (where Y(z) and $ 0 ( z ) are 
given by (5) and (19) respect ively) i s a solution of problem 
(1) . 

3. The compound non-linear problem 
Further general ization of the mixed Hilbert-iRiemann prob-

lem i s the following problem: 
To find a vector $ ( z ) = (z) , $ 2 ( z - ) , . . . ,$m(z)J , sec-

t ional ly analyt ic in D+ and D", whose boundary values sa-
t i s f y the conditions 

a) $ + ( t ) = A(t) $" ( t ) + E[t,<f4(t) ,^+I(t) ,^"(t) , $~(t)], 

t €. L 

(20) 

b) Re[c(t 0 ) <^+(t0)] = H(t0) , t 0 £ l 0 . 

We reta in the assumptions 1° - 3° and we make the follow-
ing assumption!« 

5°. The veotor ? ( t , u a , . . . , u 4 j n ) = [ ? 1 (t , u . , , . . . , u 4 m ) , . . . , 
P m ( t , u 1 , . . . t u 4 j a ) ] i s defined in the set {t £ L, | u.̂  j < r}, 

* ) i - - i This theorem Is a generalization of Theorem 1 in [15J 
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A generalized Hilbert-Riemann problem 7 

( i=1,2 , . . . ,m* R being a positive number) and s a t i s f i e s in 
th i s set the inequal i t ies 

4m 
^ ( t , u 4M p (1 + ̂  | | ) , 

i=1 

| 'P( t ,u 1 , . . . tu 4 m ) - P(t' , a ^ , . . . , ^ ) ! 

4m 
4 kT + Z I l u i " u i l 

i=1 

where Mp,kp > 0 ; p. c (0,T> . 
Let us suppose for a moment that the vector F(t , • •» 

i s given. In th i s case, by the considerations concerning the 
l inear problem (1) above, one can assert that the solution 
of the problem 

( 2 1 ) 

$ + ( t ) = A(t) $~(t) + P ( t , u 1 , . . . , u 4 n i ) , t e L 

Re [ c ( t 0 ) £ + ( t 0 ) J = H(t0) , t 0 £ L0 

i s determined by 

(22) 

where 

(23) w„ 

$ ( z ) a Wn(z) + X(z) W„(z), 

( . > . mrf[itMl" V i ' : ' 1 « • 

+ X(z) P(z) 

We assume that the index x i s non-negative and that 
*Hj_ ® * o r 1 = In the opposite case one should 
make additional assumptions of type (16) concerning the un-
knowns of the problem. 
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8 Z.St.Giowacki 

and w 2 (z) i s a s o l u t i o n of t h e fo l lowing Riemann problem 

(24) Re [ c ( t Q ) X + ( t 0 ) w2(t0)J = H ( t 0 ) - Re[c( V w o ( V ] 

given by 

(25) w 2 (z) = P 0 ( z ) X(z) + j [ w 3 ( z ) + w 3 ( z ) ] 

wi th 

( 2 6 , W 3 ( z ) = | k ) j i J _ z 4 d r ? 

L 

(27) w 4 ( t 0 ) = H ( t 0 ) - Re [ c ( t 0 ) w Q ( t 0 ) ] . 

4. Reduction of the n o n - l i n e a r problem t o a system of 
I n t e g r a l equa t ions 

Vector (22) has been cons t ruc t ed above by a formal use 
of the r e s u l t s of papers [ l ] - [ 3 ] and [15] and of s e c t i o n 2 
in t h i s paper . Eow, we s h a l l f i n d s u f f i c i e n t c o n d i t i o n s f o r 
the ex i s t ence of a s o l u t i o n of problem (20) in the form (22 ) . 

Let us note t h a t the vec to r w 2 ( t ) i s cont inuous on L 
and the coo rd ina t e s 

(28) g £ ( t ) = u ^ t ) , = u a + 2 m ( t ) , a = 1 , 2 , . . . , 0 

of the boundary va lues on L of the vec to r $ ( z ) can be 
found from (22) by using the Sochocki-Plemel j formulas ( c f . 
[ 4 ] , p. 7 and 123). 

Let us a l s o observe t h a t the boundary va lues u ^ ( t ) , . . . 
. . . u m ( t ) , u 3 m ^ s a t i s f y the fo l lowing system 
of s i n g u l a r i n t e g r a l equa t ions (see [ 6 ] ) : 
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A generalized Hilbert-Riemann problem 9 

(39) 
r) 

dt 

(a=1,2,...,m,2m+1,...,3m), where 

n 

(30) f n (t) = \ 

Z x i ( t ) [: % ( t ) + w 2 ( t ) , n=1,2,... ,m 
»=1 

m 

(31) Pn(t) = 

V2- A r / » I 
/ . Xn-?m ( t ) L % ( t ) + w 2 ( t ) J ' n=2m+1,... ,3m, 
JB=1 

2 ? n ( t , u 1 n = 1 , 2 , . . . , m 

'2 A r , n - 2 m ( t ) i n - 2 m ( t ' u l ' , , , ' l W ' 

n=2m+1,...,4m; 
r=1 

(32) P " ( t , r J = 

x£(t) 4 ( r )P n ( r ,u 1 u4oJ. 
rfiS=1 

n=1f 2,• • • ,m 

i h J Z *n-2m ( t ) x Ì ( r ) Pn-2m ( T ' u1 « W ' 
r,/3=1 

n=2m+1,...,3m. 

and x * are the elements of the inverse matrix of the matrix 
X+(t). 

By using Lemma 1 in [15], system (30) is reduced to the 
equivalent system of singular integral equations of the form 

(33) w^t) = f(t) + F*(t) + / ^ ( y ) dr, 
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10 Z.St.Glowacki 

where 

(34) W l(t) = [a1(t),...,u4m(t)]| f(t) = [ f ^ t ) '4jn(t)]* 

F^t)*[p*(t),...,pjm(t)]; (t,tr),...,P^(t,T)] 

are vectors with coordinates given by 

(35) f v(t) 

2 ^ x J ( t ) [P0^(t) +w2(t)], v=1,2,... ,m, 

JS=1 

[P0/5(t) + ®2(t)]» v = m + 1 

£=1 

a yj ^ 

2Z ,^ -2m ( t ) [P0j3 ( t ) + W2 ( t )] v=2m+1,...,3m, 

y3=i 

/3=1 

X7-3m(t) [ P o / t ) + w 2 ( t ) ] v=3m+1 4m, 

(36) Pj(t) 

\ Pv (t,u1f...,u4m), v=1,2,3,...,m, 

2 Pv-m ( t ' u 1 v = m + 1 2m» 

5 A r , r -2m^ ^ - a n ^ , U 1 ' ' ' ' 'u4m^» 

v=2m+1,...,3m, 
r=1 

- 2 A r , r -3m^ Pv-3m ^ , U 1 » ' ' * ,u4m^» 

v=3m+1,...,4m, 
r=1 
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A generalized Hilbert-Riemanù problem 11 

(38)F;*(t,t) = -

zìi Z Z 

I••yS 

2*1 ¿ L - *v+-ffl(*> V ) e2ii(t'r), 
r,/a=1 

v=m+1,...t2m, 

IU „ 
\ * & ß 

ZWI « 2 — Xv-2m(t> l V 

v=2m+l,...,3m, 

zìi H W t r ^ . . . . . ^ , ) . . 2 1 ^ ^ . 
<r,/3=1 

v=3m+l,...,4m, 

respectively, where \>(t,r) = arg (t - r ) . 
Hence, problem (20) has been reduced to the following 

equivalent system of singular integral equations 

w,(t) = f(t) + P"(t) + / Z ^ l « r 2 d r 5 t,^,«.,), 

L 

w2(z) = Po(z) X (z) +'l[w 3(z) + w*(z)J s T2(w3), 

X(z) 
= 2 i J t - z 3 

(39) 

K ) , 

W4(t0) = H(t0) - Ha[e(t0)W0(t0;] - T4(WQ), 

where w0(tQ) is given by formula (23) with z = t , whence 
T4(wq) = T 4( W i). Therefore, if problem (20) has a solution 
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12 Z.St.Giowacki 

of the form (22), then system of integral equations (39) 
possesses a solution and vice versa. 

5. Examination of the system of integral equations and 
solution of the non-linear problem 

In this section, system (39) will be examined by using 
Schauder's fixed-point theorem. To this end let us consider 
the space v\_of all points p = (w^ »vi^w^ »w^) where the vec-
tors and are defined and bounded in S„ and 

1 2 J o 
continuous in D and D" separately, and the vector w^ is 
defined and continuous on LQ. Note that the vector has 
a "jump" on L attaining there the values u#(t), ( tf = 
= 1,2,...,4m) and the values on L of the vectors w 2 and 
w^ can be found from formulas (25) and (26) with taking into 
account the values on L of the canonical solution X(z) 
of problem (7). 

We introduce the addition of two points of V\_ and the 
product of a point and a real number in the usual way, and 
we define the norm ||p|| of a point p and the distance 

of two points p ^ and p ^ by the formulas 
3 

(40) 

||p|| = 2Z SUP |w i l + a uP |w4l 
i=1 K K 

0 o 

?<p ( 1\ p ( 2 )) .llp(,) -p(2,ll 
respectively. It is easily observed that .A is a Banach space. 

We now consider in the space _A. the set V of all points 
p whose coordinates »^»WgfW^.w^ satisfy 

(41) "i ^ (1-1,2.3,4), 
2 

where and fy are arbitrarily fixed positive numbers, 
aiid (i = 2,3,4) are also positive and depend on 

iff-]' Evidently, V is a closed convex set. 
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I n ' v i e w o f t h e f o r m o f s y s t e m ( 3 9 ) we map t h e s e t V 

o n t o a s e t V*C A. by t h e t r a n s f o r m a t i o n 

( 4 2 ) 

W . , ( t ) = T 1 ( « 1 , W 2 ) 

c o 2 ( z ) = T 2 ( W 3 ) , 

COj(z) = T 3 ( W 4 ) , 

c o 4 ( z ) = T 4 ( W i ) . 

( 4 3 ) 

L e m m a 1 . A s u f f i c i e n t c o n d i t i o n f o r t h e i n c l u -

s i o n V* C V i s t h a t t h e s y s t e m o f i n e q u a l i t i e s 

A 1 M F + a 1 M P + a 2 % ? 1 + a 3 k F + a 4 k F f l + A 2 ? 2 é Pi ' 

a 1 4 M p + a 1 5 ? 3 4 9 2 * 

a i o f y + * Q y 

a o + a 5 M P + a 6 M F + a 7 M F ? 1 + a 8 k F + a 9 k p i ° l < <?4> 

B 1 M P + B 3 k P + b 1 % + V F ? 1 + b 3 k F + b 4 k F ^ 1 + B 2 ? 2 + 

+ b 4 ? 2 é <pv 

a ' 1 4 M p + a ' 1 5 k p + a ' 1 3 ^ 3 4 f 2 % 

a 1 2 ? 4 + al3ÎÉ>4 « fy 

b Q + b 5 M p + b 5 k p + b ^ y + bgMpp, + b 9 k p + b 1 0 k p i 9 l é fy, 

i s v a l i d , w h e r e t h e c o n s t a n t s A 1 t A 2 , B 1 , a j ^ ( i = 1 , 2 , 

. . . , 1 5 ) and b^ ( , 2 , . . . , $ ) a r e i n d e p e n d e n t o f F^ 

(0 = 1 , 2 , . . . , 4 m ) and Pw ( « = . 1 , 2 m ) . 
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P r o o f . I n e q u a l i t i e s (43) r e s u l t from assumptions 
1° - 3° , 5°, (41) , d e f i n i t i o n (40) and the e s t ima te s given 
in [ 6 ] . 

I t i s e a s i l y seen t h a t system (43) holds t r u e i f the 
c o e f f i c i e n t s Mp and kp s a t i s f y the cond i t i ons 

(44)" 

% < [ a 2 + ( a 7 a 1 Q + a ^ b g ) b ^ a J 

k P < [ b 4 + B 2 a 1 5 ( a 9 a 1 0 + a 1 1 a 1 0 } + B 4 a 1 3 ( b 1 0 a 1 3 + a 9 a 1 2 ) ] ' 1 ' 

L e m m a 2. The se t V* i s compact. 
The v a l i d i t y of Lemma 2 r e s u l t s from (43) and from 

A r z e l a ' s theorem. 
L e m m a 3. Transformation (42) i s continuous in 

the space -A-. 
Proof i s analogous to t h a t in [4] . 
Thus, a l l assumptions of Schauder ' s f ixed point theorem 

(see e . g . [4], v o l . I I , pp.16-26) a re s a t i s f i e d and hence 
we can conclude t h a t t h e r e e x i s t s a t l e a s t one f ixed poin t 
p° = (w°, Wg, w^, w^) of opera t ion (42) t h a t i s a s o l u t i o n 
of system (39) . Using the coord ina tes of p° and r e l a t i o n s 
( 2 2 ) - ( 2 7 ) , one can f ind a s o l u t i o n of the compound non- l i nea r 
problem (20) . 

As a r e s u l t we can conclude with the fo l lowing theorem. 
T - h e o r e m 2. I f the v e c t o r s H(tQ) and 

P ( t , u ^ , . . . , u ^ m ) and the ma t r i ce s A(t) and c ( t Q ) s a t i s f y 
the assumptions 3° , 5° , 1° and 2° r e s p e c t i v e l y , and i f 
the cons t an t s Mp and kp a re so small t ha t i n e q u a l i t i e s 
(44) hold good, then the re i s a Holder - cont inuous vec tor 

ó(z) = C §-(z), . . . , $_ (z ) ) (with the Holder exponent not v 1 „ m 
greater than 2 ' ' s e c t i o n a l l y a n a l y t i c in the domains D and 
D , whose boundary va lues s a t i s f y cond i t ions (20 ) . 
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