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A NUMERICAL SOLUTION OF THE BOUNDARY-VALUE PROBLEM 
FOR A SYSTEM OF TWO NON-LINEAR SECOND ORDER 

ORDINARY DIFFERENTIAL EQUATIONS 

IN the present paper we give a method of numerical solving 
of the boundary-value problem for two non-linear second order 
ordinary d i f ferent ia l equations, based on an idea suggested by 
I .S. Berezin and N.P. Zidkow [1] for one second order non-
l i n e a r ordinary d i f ferent ia l equation. Namely, we approximate 
d i f f e rent ia l equations by suitable difference equations and 
solve the latter system by the method of simple i terat ives 
leading to an open iteration scheme. We prove the existence 
and uniqueness of the solution of the posed problem, and we 
show the convergence of the method and estimate the error of 
the numerical solution. 

1 ) 

W. Nikliborc [4-1 considered the following problem ' 

x " = f ( t . x . y . x ' . y ' ) , y " = g ( t , x , y , x ' , y ' ) , 
x(0)* = y (0 ) = 0, [ x ' ( 0 ) ] 2 + [ y ' ( 0 ) ] 2 = v 2 , x ( r ) = a, y ( r ) =b, 

where a ,b ,v , f are constants, and he showed that under some 
additional assumption the problem can be solved by the method 
of succesive approximations. 

The problem of the form 

y ' ' = f (x,y1 ,y2 ,y^,y2) (P= i ,2) 

y ¿ a ) = A , y¿b> = Bn p p' "'p p 

1 ) See E. Kamke [3 ] , p. 288. 
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2 P.Krzystek 

has been dealt with by G. Scorza-Dragoni £5] who showed that 
this problem has a solution under the assumption that for 
x €<a,b> the functions fp are continuous and bounded. 

Now we state the biasic problem of this paper. Ve are given 
the system 

(1) 
x " = f(ttxtyfx',y') 

y " = g(t,x,y,x',y') 

for 0< t <1 t with the boundary conditions 

aQx(0) + a^yCO) = a 

(2) 
bQx'(0) + b^y '(0) = b 

c0x(1) - c1y(1) = c 

dQx'(1) - d^y'(1 ) = d. 

We represent the problem ("), (2) in the following form 

( V ) z"=H ( t,z,z') 

A z(0) + C z(1) = 

B z' (0) + D z' (1) = X 2 , 

z = 
" x" -x' •x" "f" a " b" 

X 
, z"= // 

, H = 1 — » = 

X c 

( 2 ' ) 

where 

(3) J 

We assume that 
(a) (i=0,1), are positive constants 
(b) the vector function H is continuous in some convex do-

A = "
ao al" , B = "

 bo V , C = 
"0 0" 

, D = 
"0 0 ~ 

0 0 0 0 d -d„ _ 0 1J 

main GCR with respect to z and and has derivatives 
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A numerical solution 3 

with respect to t up to the second order continuous and 
bounded in this domain. 

We divide the interval <0,1> into n equal parts with 
points 0 = t Q< t^< ... <t Q = 1, denoting = = h 
and zJL = zCt^, h £ (0, 

Next we approximate the differential problem (1'), (2') 
by the corresponding difference problem 

(4) z k + 1 - 2zk + Z k - 1 = h ^ ^ . z ^ , Zk^hZk-1)(k=1,2,...,n-1) 

(5) 
A zo + 0 zn = 

which represents a system of n+1 non-linear algebraic equa-
tions with respect to n+1 unknown vector functions z^. 
Moreover, the difference problem (4), (5) approximates (1'), 
(2') up to h2. 

We shall give an iterative method for solving the system 
(4)» (5). We perform iterations according to the following 
schema 

(6) k+1 
_r+1 r+1 

~ 2 zk + zk-1 = h H ^ k ^ k ' 
_r r 

_r k+1 k-1 
'k' k' = h E 2„r 

~2E~ J- " "k ' 

(k=1,...,n-1), 

(7) 
A < 1 + C z~ 1 = ^ 

.r+1. /, „r+1 _r+1 

The upper indices in (&), (7) denote the number of the 
consecutive approximation of the problem (1), (2). For a fixed 
h and the zero approximation jz^jthe system (6), (7), is 
a system of linear equations. We assume that for fixed r and 
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h this system possesses a unique solution which we represent 
in the form 

(8 ) 

1~ 1 ~ 
uk vk 

zk = uk + vk' w h e r e uk = 
2 »

 vk = 2 

vector function solves the* problem 

(9 ) 

~2vk+vk-1 = k+1 k k-1 

B(-3V0+4V1-V2) + D(3vn-4vn_1-rvn_2 ) = 2 , 

and the function u^ solves the problem 

uk+1-2uk+uk-1 = h \ > 
(10) J Au0 + CuQ = [0] , 

B(-3U0+4U1-U2) + D(3un-4un_1+un_2) = [O]. 

T h e o r e m 1. If v^ and are solutions of the 
problem (9) and (10) respectively, then ẑ . = uk + v^, for 
fixed h and r, solves the problem (6), (7). The proof of 
this theorem is evident. 

The first equation in (9) shows that the second finite 
difference of the vector function v^ is equal to 0. Hence, 
we have 

( 1 1 ) v k = L + F'k (L and F are column vectors) 

and v^ (k=1,2,...,n-1) satisfies the first equation in (9) 
for any L and F. We determine L and i1 from the rema-
ining two equations in (9). After some computations we obtain 

(A + C)L = - nCF, 
2(B + D)P = 2hA2 • 
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A numerical solution 5 

—1 —1 

assumption there ex i s t (A+C)~ and (B+D)~ . Hence we obtain 

F = h(BfD)"1 A2 , 
L = (A+C) - 1 ^ + hn(A+C)~1C(BfD)"1 X2 . 

This y ie lds the following theorem. 
T h e o r e m 2. Por f ixed h and r the system (9) 

has a unique solution of the form 

(12) v k = (A+C)"1/l1 + h[kE - n(A+C)~1c](BfD)"1A2 , 

where E - the 2x2 unit matrix. 
Since (9) i s a system of l inear non-homogeneous equations 

and. has a .unique solut ion, the matrix of t h i s system (concid-
ing with the matrix of (10)) i s non-singular. Hence we have 
the following corol lary. 

C o r o l l a r y 1. For f ixed h and r The system 
(10), as well as (6) , (7) , has a unique solution. 

r+1 
For s implicity we write uk instead of u£ . 
We seek the solution of (10) in the form 

n-1 

(13) uk = h 2 ^ g ^ i , ( k = 1 , 2 , . . . ,n-1) , 
I =1 

where i s a matrix function which s a t i s f i e s the system 

[E] for i=k 
6 i k + 1 ~ 2 g i k + s i k - 1 = [ o ] f o r 

( i = 0 , . . . , n ; k = 1 , . . . , n - 1 ) 
Ag i 0 + Cg.n = [ 0 ] 

B ( - 3 g 1 0 + 4 g i 1 - g i 2 j + D ( 3 g i n - 4 g i n _ 1 + g i n _ 2 ) = [0] . 

(14) « 

In order that the function (13) s a t i s f y the system (10) i t 
s u f f i c e s to f ind a function g i k s a t i s f y i n g (14). Let us 
consider the equation 
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(15) S i k + 1 -2g i k + S i ] j : = i i k
E » ( ¿ i t i s t h e Kronecker symbol) 

equivalent to 

(16) S i k + 2 - 2 S i k + 1 + S i k = ¿ i k + - i E . ( i = 0 , . . . ,n; k = 0 , . . . , n - 2 ) . 

The func t ions 1, k cons t i t u t e a fundamental system of 
the homogeneous equation corresponding to (16). Hence, the 
general so lu t ion of t h i s homogeneous equation has the form 

(17) 6j_k = L + F ' k , (L and F are 2x2 mat r ices) , 

We denote the p a r t i c u l a r so lu t ion of (16) by I t can he 
represented in the form (see £2] p. 390) 

k-1 |1 q+1| k-1 

?ik = Z y r w = Z tk"(q+13 • 
<1=0 |1 q+2l <^~0 

Put t ing 

d a ) * ( i , * ) d ! f jr*ik f -

a - i 
we have 

(19) Cpik = r ( i , k ) ( k - 1 ) E , ( i = 0 , 1 , . . . f ; k = 1 , 2 , . . . , n - 1 ) . 

From (18) i t fo l lows t h a t 

(T(0,k) = 0 

(19 ' ) i (T(nfk) = 0 ( k = 1 , 2 , . . . , n - 1 ) 

6T(i,0) = 0 
By (17) and (19)» the general so lu t ion of (16), and hence a lso 
(15), has the form 

(20) g i k = L + Fk + 6 ' ( i t k ) ( k - i ) E . 
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A numerical solution (7) 

It i s easy to ver i fy that the function (20) i s the solu-
tion of (16). We now determine L and F in such a way that 
g ^ s a t i s f y the two las t equations of (14), namely 

AÏ + CL + nCF + 6"(i,n) (n-i )C = fo] 
(21 ) 

L = nMF + <T(i,n) (n-i )M , 

where M = -(A+C)~1C and 

2BF + B[46"(i,1) (1 - i ) - f f ( i ,2 ) (2-i)]+2DF + 

+ D[36 ' ( i f n) (n- i ) -4er ( i ,n -1) (n-1- i )+r( i ,n-2) (n-2- i ) ] = [ol . 

Denoting 

'g = 4(T(i,1 ) ( l - i ) - 6" ( i , 2 ) ( 2 - i ) 

(22) -l f = 36Xi,n)(n-i )-4tf( i ,n-1)(n-1-i )+ei( i ln-2)(n-2-i ) 

1 = ffii.nHn-i) 

we ot>tain 

(23) F = - J (Wg + Nf), where W = -(B+D)~1B, N = -(BfD)~1D. 

By (21) - (23) we then have 

(24) L = f M(Wg + Nf) + 1M. 

Hence, the function g ^ in (20) has the form 

f M(Wg+Nf)+lM + \ (Wg+Nf )k+6"(i,k)(k-i)E i < k, 
(25) g i k = J 

|-M(Wg+Nf) + 1M + j (Wg+Nf )k i > k. 

T h e o r e m 3. For a f ixed h the function (13) i s 
a solution of system (10). 
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8 P.Krzystek 

P r o o f . We take 

n-1, 
uk+1 - 2 uk+ uk-1 = h 2 ^ [ s i k + i - 2 ® i k + e i k - i ] H i 

By (25) and (16) , the expression in the parantheses under the 
sign of sum i s equal to the unit matrix for i=k, and equal 
to the matrix [ 0 ] otherwise, Hence, we have 

ak+1 _ 2 uk+ ak-1 = ^ k = h \ ' 

that i s the f i r s t equation in (10). Further, toy (13) , (22) 
and (25) we have 

+ 

n-1 

K i = 

AUq + Gun = M(Wg+Nf)+lM] 
i=1 

c|§ (Wg+Nf)+1M + |̂  (Wg+Rf ) + ( i ,n) (n- i )E j 

= h2 C (Wg+Rf ) - i , n ) (n-i )C+1 C (Wg+Nf )+6"(i,n) <n-i) c I h ^ O ] . 
i=1 J 

Similar ly , we show that the las t condition (10) holds. Hence 
the function (13) i s a unique solution of the system (10). 

C o r o l l a r y 2. 3y Corollary 1 and Theorem 1 the 
unique solution of the system (6 ) , (7) has the form 

n-1 

(26) z£+1 = (A+Cr1A1+[kE+nM](Bi-D)~1A2+h2 ^ g i k H ? 

( k = 0 , 1 , . . . , n ) . 

The i t e r a t i o n formula (26) allows us to compute approxima-
te values of the vector functions ẑ . = z( t^) at any point 
t k £ < 0 , 1 > . For a f ixed h i t suf f i ces to calculate the 
functions and then to f ind consecutive approximations 
of the solution of the system (4 ) , (5) . This solution can be 
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A numerical so lu t ion 9 

also obtained by solving the system (6) , (7). The formula (26) 
allows us to show the convergence of t h i s process and to 
est imate the e r ro r of. the numerical so lu t ion . 

To show convergence we est imate some q u a n t i t i e s involved 
in (25). the assumptions (a) and (b) , we obta in from (25) 
the fol lowing i n e q u a l i t i e s 

n-1 n-1 . J, || n-1 •• 

ff 6 ikE i | | < h 2 « ik H i | < h 2 m f | H i | | Z | «ik 

where J • || denotes a matrix norm. Since 

g=0 j g=0 
• f o r (1=1,2), f=2 > f o r 3 4 i < n - 2 , f=* 

l=n- i l=n- i 

g—•1 
f =2 
l=n- i 

> f o r i=n-1 

we have 

¿ " ¡ S i k f M(2N-W)+(n-i>M+i (2H-W)k || + 

+ M(2N)+(n-i)M4-j2Nk||+j|-M-4N+(n-i)1^2Nk , 

n-l || 
(27) h 2 ^ | g i k 

(28 ) 

Mil + i l M | + | \ W M N + | E = B 0 , 

n-1 

h2 V* s ik+1~ g ik-1 tt II s h 
n-1 

Z 
1=1 

n 

* £ « i A | < Bo m f | H i 

I n-1 II 

z i=f 
H41|< max ~Sh " i | | ^ 2 

1 

s ik+1~ s ik -1 

s ik+1 = 1 M(Wg+Nf) + 1M + f (Wg+Nf) (k+1 )+6(i,k+1) (k+1-i)E , 

s i k - 1 = - f M(Wg+Nf) + 1M + \ (Wg+Nf)(k-1)+6'(i,k-1)(k-1-i)E , 
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s ik+1 - g ik -1 =Wg+Nf + [ ^ ( i » k+1 ) (k+1- i ) - e ( i , k - l ) ( k -1 - i ) ] E , 

( 2 9 ) . H i 
t = 1 1 

N||+ || E|[ I = B̂ maac H i 

where BQ, B̂  axe constants. 
Assume that the vector function H(t ,z ,u) s a t i s f i e s the 

Lipschitz condition with respect to the var iables z and u 
"z7] 

where u = that i s , there exis t posit ive constants L̂  
_y'J 

and 1>2 such that 

(30) I H(t ,z ,u) - H(t,z,u)||< L̂ || z-z J + l Ju -u 

Let us take the set consisting of a l l sequences 
{ z n} = ' zn ) # ^ a 1 1 ( znl ' { znl £ r Q + 1 w e d e f i l i e 

a metric by 

(31 ) ? ({ *n} ,{ ) = L.max I s k-d|+L 2max I - ^ ^ 

The set En+'' with the so-defined metric i s a complete 
vector space. In the sequel we sha l l consider only those 
elements -{ẑ } e Rn+/' for which (z^»1^) £ where 

uk = k+2h ' (k=1,. . . ,n-1). Eor every element z k eE n + 1 

( k=0 , 1 . . , n - 1 ) the formula (26) defines a non-linear trans-
formation of the form 

(32) { z ^ } = a({Z£}) , where { zJ } £ R ^ , { z ^ 1 } 6 E ^ . 

In the above A denotes the following operation 

A - (Aq,A^,...,A^) , 
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Ap = S p + k 2 J ^ S i p H I * s p = (A+C'A-]+h(pE*nM) (BfD)~' 

To s impl i fy the notat ion and to avoid upper ind ice s we def ine 
the element j1?^) a s the image of the element We 
write t h i s in the form 

{ 7 k } = A ( { z k } ) » ( k = 0 , 1 . . ,n ) . 

Having given the elements { z ^ } € we obtain by (26) , 
(28)- (31) 

( 3 4 > | 7 k " M - | h 2 J ^ i k [ H ( t i ' V a i > 

-1, s-1 

h ¡ £ ¡ S ik II ( L 1 II z k " z k I + L 2 m f u k " \ | ) < 

< bo3 ( k i » w ) 

Analogously we obtain 

(35) 2h 2h < B1 < { z k } ' { z k } ) 

Since Bq and B^ ar6 independent of " i " and the ine-
q u a l i t i e s (34) and (35) hold f o r k = 0 , 1 , . . . , n , these 
i n e q u a l i t i e s hold a l s o f o r the maximum with respect to k. 
Multiplying them by L^ and L 2 , r e s p e c t i v e l y , we obtain 

L. max 
1 k 

L q max 
^ k 

< L 1 B o ? ( ( z k } » { z k } ) 

^k+1~?k-1 Vk+l"Vk_1 
"25" W ( { z k } ' { z k } ) 
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which implies 

where 7 = + I<2Bi independent of h, depends only on 
a i , l 3 i , c i , d i ( i : = 0»1)» If ?T e ( 0 ,1 ) , then the map (32) i s 
cont rac t ive and the fol lowing theorem •holds. 

T h e o r e m 5. If the zero approximation i s 
such t h a t the po in t s belong to G defined in 
(to), the vector func t ion H s a t i s f i e s condi t ion (30) and A 
i s a cont rac t ive map, then the fol lowing i n e q u a l i t i e s held 

(37) 

^ ( ^ ( { • i M - i » -

P r o o f . These i n e q u a l i t i e s fol low d i r e c t l y from the 
p rope r t i e s of the map A and from (3'+) - (36). The se t of 
po in ts (t^jZ^jU^) f o r which (37) holds i s a compact se t G^cg . 

From the p r inc ip l e of contract ive maps we obta in the 
fol lowing theorem. 

T h e o r e m 6. If in the domain G the func t ion 
H(t,z|,.u) i s continuous and s a t i s f i e s condit ion (30) and A 
i s a cont rac t ive map with the constant -y 6 (0 ,1 ) , then there 
e x i s t s a unique so lu t ion of the system (4) , (5) in the form 

| z k | = lim { z £ | f o r k = 0 , 1 , . . . , n . 
^ ' p - » O O 

This so lu t ion can be obtained by the method of successive 
approximation. 

R e m a r k 1. The condit ion 3 e (0,1) i s s a t i s f i e d ' , 
when there ex i s t constants L^, Lg e (0 ,1) . 

F ina l ly we sha l l show tha t the so lu t ion of the d i f f e rence 
problem (4-), (5) i s convergent to the so lu t ion of the d i f f e -
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rential problem (1'), (2') and we shall estimate the error 
of the numerical solution. To this aim we make the following 
assumptions: 
A. The vector function H satisfies the condition (b) in the 

domain G. 
B. There exists a solution z = z(t) of the problem (1'), 

(2') which has bounded derivatives up to the order 4. 
C. The difference problem (4), (5) corresponding to the 

problem (1'), (2') has a solution with values in the 
domain G. 

Let (pit) - </>2(t)_ denote the solution of the problem (1'), 
(2') and (¿>k = (pitk), k=0,1,...,n. Besides, let 

(38) H(t,c/>(t), (p'it)) = G(t) and G(t,J = G^ 

(39) M. = max 
J te<0,i> (3=1.2,3,4). 

We introduce the column vector 

e k ^ k ~ V (k=0„1,... ,n), 

where ẑ . denotes the approximate solution obtained by the 
difference method. 

Expressing the value <?k+1, by Taylor's formula 
for the function (pit) in a neighbourhood of the point 
t. 6 <0,1> we obtain 

Vk+1 = ? ( V h > = + l i A + Ir^'k + -çj </>(M(veih:> 

0 < 1 
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This implies 

(41) <f>k+1 - + ( p ^ = hV k + = b2Gk + §(k) , 

where 

2 

(42) c>(k) =| T [ (p ( 4 ^( t k + e 1 h) + ^>(t k -0 2 h) 

In an analogous way we obtain 

and q(k) < 4 \> 

(41 ' ) 

where 

(42' ) 

A<p0 + <>n = A1 

|<?n = ?o|< 3 M3* 

The vector function zk s a t i s f i e s the system (4), (5). 
Hence, by substracting the equations of the system (4), (5) 
from the corresponding equations of the system (41) i (41 ' ) 
and taking into account (40) we obtain 

(43) 

£k+1-2£k +ek-1 = + h V k > ' 

^ o + ó en = 0 » 

B(-3£0+4£1-£2)+D(3£n-4ea_1 + e i l_2) = 2h5(B?0+D<?n) = 2h5s. 

The left-hand sides of (41) are analogous to those of (4 ) , (5 ) . 
By a reasonning analogous to that for the system (4), (5) we 
obtain the solution 

n-1 n-1 

(44) £k = h 3 (kE+nM)(BfDr 1 s+h 2 ^ , g i k (G i -H i )+h^^ , g i k ^( i ) , 
i=1 i=1 

( k = 0 , 1 . . , n ) . 
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A n u m e r i c a l s o l u t i o n 1 5 

( 4 5 ) ¡ £ k | | < h 3 | | k E + n M | [ ( B h D ) - 1 | • | B ? 0 + D ? . 

i = f i=1 

B y a s s u m p t i o n , t h e v e c t o r f u n c t i o n G ^ - H ^ s a t i s f i e s t h e 

L i p s c h i t z c o n d i t i o n . - F u r t h e r w e h a v e 

Z | S i k | | l G i " H i | | < 

n-1 

< h 2 2W L 0 m a x | | < ? i - z i + L ^ m a x 
1 i 

2 E 

S i n c e 

v i 2 E || = I h 2 E + Z E 2 E 

r < y i + 1 ~ » i - 1 , £ i + 1 ~ £ i - 1 

S E + < h £ 

2 h 

w h e r e 

M l = 2 7 3 T [ ^ W ^ ] f " x i - l < ^ < x i . * i < $ 2 < H + 1 

a n d ^ -g- M j , w e o b t a i n 

n - 1 

( 4 6 ) 

m a x £ + L / , m a x 
1 1 

£ i + l " £ i - 1 

" Z T 

+ f B o l 1 M 3 ' 
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16 P.Krzystek 

where £>(8,0) is the distance letween the points 
£= ( S q , ^ »• • • j£n) and 0 = ( 0 , 0 , . . . ,0) of the space En+ . 

n+1 
Prom (27) and (4-2) i t follows that 

(4?) 

Hence we have 

I ' M I«H < 1 2 B o V 

( 4 8 ) ll£K|< tIIE+MI ||(̂ Dr1||(||B« + lD||)M3+B0?(£,0) 

+ ^ ( 2 L ^ M j + B ^ ) 

By (44) and (29) we have 

r - i n-1 n-l 
£k+1 = h r k + 1 )E+nM (BfD)" s+ « l k i G i - H i ) + h 

¿=•1 i=f 

n-i n-1 

(49) 
£k+1~£k-1 

"2E" 
2 tt ii 

•y l E l (BfDr1| (Ib| + 1d!)m3+B^(£,0) 

+ -jjg- ( 2 L ^ M j + B ^ ) . 

The inequalities (48), (49) hold for k=1,2,...,n-1, hence 
they also hold for the maximum with respect to k. Multiply-
ing (48) and (49) by LQ and , respectively, and adding 
side by side we obtain 

(50) ^(£,0)<Tr^y (Lo lE+M|+L1||E|) |(BfD)-1|(|B| + |D|)M3 + 

h2 
+ ^ ( 1 ^ + 2 1 , ^ 3 ) . 
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A numerical solution 17 

From (50) i t fo l lows that h -» 0 implies g ( t , 0 ) - - 0 , and 
by (48) we iu fer that j[ e^ || —— 0 with h — 0 as fas t as 

h2 — 0. The same holds f o r " k + 1 f o r k= 1,2,...,n-1. 
Hence we see that f o r every k we have y^ (f^ a r i d 

yk+1~yk-1 _ ,./ 
2h ^k * 
Moreover, i f in (48) we substitute the right-hand side of 

(48) in place of {>(£,0), we obtain an estimation f o r the 
error of the numerical solution. 

T h e o r e m 7. If the assumptions of Theorem 5 hold 
and i f the vector function H has in G continuous and 
bounded dervatives up to the order 2, then the error between 
the numerical and exact solution of the boundary value problem p 
(1), (2) tends to 0 as fast as h . 
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