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A TWO-SIDED OPERATIONAL CALCULUS

In this note we describe an operational algebra with a
family of scalar products, in respect to which the derivatives
and the integrals of Dirac’s delta distribution 6 (t) form an
orthogonal basis. The operational calculus is founded on the
two~sided convolution product

oo
(1) g(t)* £(t) =jg(t-x>f<x>ax,

but the well known zero divisors (cf. J. Mikusinski [5]) are
excluded here. A special two-sided operational calculus has
been already considered by A. Szdz [7] and G. Krabbe [8].
However, the limits of integration of the convolution product
(1) considered in [7] and [8] are not -oo and +oo, but O
and t, respectively.

1. The basic algebras

We start with the complex vector space A of all Lebesgue
integrable functions f£{t) for which the two-sided Laplace
transform

+00

(2) #(p) = b (6)} =/e-ptf(t)dt
-0

is absolutely convergent in a certain strip O < Re p < §
with a number 6§ dependent on f(t), and for which F(p) is
helomorphic for O < |p|<6. The equality in 4 1is to be
understood as equality almost everywhere. The space A with
the product (1) is in fact an algebra. We denote by B the

- 647 -



2 L. Berg

image of A by the transform L. The space B with the
usual operations is also an algebra. Every element of B
possesses, for O < Lp[<6, a Laurent expansion

+ oo
(3) ) = 2 £, p"
N=—oo
with

£, = 2;1 / Flp)yp~ ap,
|p|=672

where the integral is taken in the positive direction.

It is well known from the theory of Laplace transform
(cf. [2], [#], [6]) that L 4is an isomorphism between A and
B, 1i.e. L 1is linear and satisfies the relation

(%) L{g(t)xf(t)} = G(p)F(p)

for arbitrary elements f(t), g(t)e A with G(p) = L{g(tj},
and the inverse transform 1 exists. Furthermore, I has
the following properties

(5) L{zof<x>ax} = 2 F(p),
(6) Lz (e} = &P 5p),
(7) fee) =4 2@,
(8) rer(6) } = ¥ (o),

where A, « are real constants with o« > O. In particular, the
elements in the brackets on the left-hand sides of these for-
mulas always belong to A. The algebra A contains all
integrable functions £(t) with £(t) =0 for |[t| > T with
a certain T dependent on f(t), as well as it contains

functions of the kind e %% , el 4ith Rew>0. Another

element of A 1is Heaviside’s jump function
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A two-sided operational calculus 3

1 for t >0,
h{t) ={

0 for t<O0.

Using the notations
£,(8) = £(6)n(s), £_(¢) = £(t) - £ (%),

we state that the functions tf, e:“t, eft with integers
n>0 and Rea >0, Rep >0 belong to A and that

L{tn} = n1p~27, L{e:""t} = (p+e)™?, L{eft} = -(e-$)7".

+

Every element F(p)€ B has the decomposition F(p) =
= F,(p) + F2(p) with

oo oo
(9) P,(p) = 2 £, F(p) = 2 £ %
n=1 n=0
Let £,(t)=17{B ()} for +=1,2 and £,(t)=2 &£ ,t°
? = v - ) v U

Hence we have £,(t) = £ (t)a(t) and £ (t) = 0(e®'*) ror
all fixed d > 0 and all real t. We also use analogous no-
tations for other functions.

Lemma 1, If F(p), G(p)e B, then choosing |p|<€
with a sufficiently small £, we have the equation

-1} 1
L {é']’t’_i IZ'I{’ZEG(p-Z)F(Z)dZ} = gZ(t)fO(t) - & (t)fZ(t) .

Proof. Replacing G(p-z) and F(z) by their Laurent
expansions and considering the formula

o
1 / ( mn

= p-z) zdz =0

2T |51=2¢
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4 L. Berg

for myn>» O as well as for m,n < O, we obtain the equa-
tions

%ifG(p-z)F(z)dz =
Jzi=2¢

= -n-1 -0~ _
= 2ni nZ=o| (Ga(P‘Z)f-n-1z + 8_pq(P-2) F2(z))dz =
lz1=2¢

oo o
D (Gl (.f_n_,]Gz(n)(P) - S-n-’lFén)(p))':

-, 5 L{f_n_,ltnga(t) - g_n_,‘tnfz(t)} .

Since the series for fo(t) and go(t) have majorants of rank
O(eJWI) with an arbitrary d > O, we can change the order of
sunmation and the Laplace transform for d < Re p<E <6-43
hence the lemma is proved.

Now for sufficiently small number £ we introduce in B
the family of the well known scalar product

oy 4P _
F(p)a(p) I °

(10) (P(p),6(p)); = 3o ]/;

|p

2 adi
=?%JF<eei")e(eei‘7’;)aa~= 2 e g,

N==~0co

where g, are the coefficients of .the Laurent expansion of
G(p). Hence the isomorphism I generates in A the scalar
products

(11) (£(8),8(6)) = (F(p),6(p))¢

and the scalar products generate the norms

|2 |, =VE@),ee), =VE®,e0))e = |£5)],.
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A two-sided operational calculus 5

Under additional assumptions there exist explicit representa-
tions for the scalar products in A.

Lemmna 2., If the Laplace integral (2) couverges
absolutely for lRe pl-(&, we have the representation

400 400

(12) (£(5),8(t)) / I, (2eVy)f (x)g (y)axdy ,
where
2Vz) = 1 g0
I (2ve) ézg (n1)? ¢

is a modified Bessel function.

Proof. Setting the series for the kernel IO(ZEVE?)
into (12) and changing the order of summation and integration
which is allowed since

I, (2eV]xw|) g of1¥1 71,

we get the former series representation (10) for the scalar
product (11). In this series the terms with n < O vanish in
view of the fact that F(p) and G(p) are holomorphic for

p = 0, whereas for n > O we have the expression

oo
£, = %T F(n)(O) =(—;1!—Ln—jf(x)xndx

and an analogous expression for 8p

2. The operator algebras

Let A*, B™ be the inductive limits of A, B, respectively.
This—means that B is the set of all functions ¢(p) for
which there exist a sequence F (p)€ B and a number >0
with |$(p) - F (p)“ %0 for all € with O<e<E: The de-
finition of 1% s analogous. The convergence in B* is
equivalent to uniform convergence on every compact set S in
a sufficiently small neighbourhood of p = 0 with O ¢ S.

- 651 -
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Theorem 1. The elements of B* are exactly the
functions ¢(p) which are holomorphic for O <|p|< 6 with
a certain number 6 dependent on ¢(p).

Proof., From the definition of B and the definition
of the convergencé it follows immediately that all functions
in B* are holomorphic in a neighbourhood of p = O,
possibly with the exception of p = O. So we only have to
show that all functions of this kind belong to B*, For this
purpose we consider for a fixed integer m > O +the sequence

i1}
£ (t) = o® go @y (<1 ¥ n(e-L)

with the Laplace transforms

F,(p) = %E (’l - e_g)m.

Since Fn(p)~—“pm-1 uniformly for |p| < 1, we have pT¢ B¥

for all integers m. Cousequently every series

+co
S(p) = 2 g 2",

N=—co

which is convergent for O < |p|<§,. i.e. uniformly convergent
in every compact suvset, represents an element of BX,

Theorem 2, The operations in the brackets on the
left-hand sides of (4#) -~ (8) as well as the differentiation
£'(t) with

fz' (1)} = pF(p),

where f£(t) is an absolutely continuous function, can be
extended to continuous operations from A* into A%,

Proof. In view of the isomorphism L which can be
extended to an isomorphism between A* and B* which is
measure preserving with respect to our norms, it suffices to
show that the corresponding operations by the extended

- €52 -



A two-sided operational calculus 7

Laplace transform are continuous operations from B* into B*,
But this follows from the equations

IIP-1F(P)||8 e-1||F(p)”£,

lex@) I, =ellz@l,
l2&1, = 17@) ¢/
and from the inequalities
|2z, < o “[r,
lere)], < ulre,

|7 @)ae< e ()] + 3]FE)] 5,

with M, = male(p)I for |p| = ¢ with sufficiently smallé€.
The last estimation follows from Cauchy’s formula

F'(p) = 5ir P(z)dg _ 1 JRICILY:
lz|=35 (Z—P) T |Z|=8 (Z‘P)

with |p| = 2¢ and

1 PF(z)d 1 21../1 flazl  x
e/ e f 1) P lesh s [ E o]

with |z|[ = ke for k =1 and 3.

Corollary. A* and B* are isomorphic algebras.

For the elements of A" it is customary to use notations
like ¢(t), ¥(t),... and to transfer also the other notations

from A to A* by
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L ¥()9()} = wit)xe(s),
t

o o)} = fotxax,

-Co

L po(p)} = ¢'5),

1 Ne*Po()} = ¢ (142),

NO®) } =apxt),

¥ (2)} = ~to(s)
with ¢(p) = L{v(t)}, Y(p) = L{w(t)}. For the higher deriva-
tives of ¢(t) we write as usual ¢‘%/(t), and for the
iterated integrals we write ¢ -n)(t) with integers n > O.

Furthermore we use the notation h'(t) = §(t), so that we
have

L{d(n)(t)} = pn

tn
for all integers n and 6(_n-1)(t) =-E}— for n > O.

Theorem 3. PForall ¢(t), w(t)eA® the following
developments are valid

(13) o(t+a) = 2 2 2™ (1),
n=0
(14) p(6)*g(t) = 2 wn(p(n)(t),
Neo—co
(15) p(8) = 2 ¢ 8@ ),
N=—co

¢, and Y, being the coefficients in the Laurent expansions
of ¢(p) and W¥W(p), respectively, as well as the relation

, 1
@' (%) =211161 [7 (p(t+2) -q)(t)]-.

- 654 -



A two-sided operational calculus 9

Proof. By the definition of convergence it suffices
to prove the corresponding assertions in B*. But in B we
have, of course,

e%0(p) Z FARR) = 2 o At ],
Y(p)b(p) = n_Z_‘Vnan’(P) Z - L{ (n)(t)}

di(p) = Z PP -pr L{é(n)(t)}

n=~oco Nn=-0°
and

P(p) = um(1 (e3P _ 1>¢<p>)

3. Supplementary remarks
1°. In Theorem 3 the series (13) for ¢(t+21) 1is nothing
else than Taylor’s expansion and, in view of the formula

(%, p")¢ = (5(n)(t),6(m)(t))£ =0

for n #m and the formula

(cp(t),é(‘i)(t)) (¢(p)y0™), = £%%,,

the series (15) for ¢(t) 4is a Fourier series, i.e. the ele-
ments 6'1/(t) form an orthogonal basis of A%,

2°, The convergence in A 1is different from the usual
one. We show this by an example of a sequence the limit of
which in the usual.sense 1s not the same as the limit in A.
This example is given by the well-known development (cf.

e.g. [2])
(16) e " =£Z (1 - 2 eTPbr_(pe)
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10 L. Berg

with |a-fp| <|«|, and the Laguerre polynomials

‘

Ly(x) = Z () (;,,'lr)" x.
V=0 :

In the case Re p > O the Laplace transform of the right-hand
side of (16) is equal to

B AR P 4
=3 n%; (1 O() (p+f5)n+1 - p+0(’

where the convergence is uniform for |p | € |p+f3|, i.e. in
particular for |p| < 12'8—‘, if B # 0. But we have

“dt  por Re a >0,

"l
pro [T
-e okt for Rea <O,

s0 that in the case Re «< 0O the limit depends on the notion
of convergence. The reason for this difference is that in the
case Reo <O the element e:“t does not beldng to A.
Besides, let us remark that for every « with Rea« <O and
In o#0 exists a p with |« =p| < || and Rep>0, e.g.
ﬂ = iIm . _

3°. For ¢(p)e B* the elements eapq)(p) and ¢ (ap) also
belong to B* in the case of complex numbers A, with
o £ 0. This gives us a possibility to define @(t+2A) and
p(xt) for complex "arguments", however, for functions ¢(t)
these elements may differ from ¢ (t+Ad) and @(«t), respecti-
vely, in the ordinary sense. Let A= iw. We put

u(t,w) =% (p(t+iw) + @(t-iw)), v(t,w) = 211 (p(t+iw) - @(t-iw))

with

L{u(t,w)} = ¢(p) cos wp, L{v(t,w)} = ¢(p) sin wp.
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A two-sided operational calculus 11

In the case T(p,w),-f%'@(p,w)e B* we define

- 3
Yo (t,w) = L 1{3—0,’9(p,w)}.
Then it is easy to see that the Cauchy-Riemann equations

ut(t,w) = v, (t,w), u,lt,w) = -vt(t,w)

are satisfied.
For the elements ¢(p)€ B* with Q.4 = O the integrals

/¢(p)dp =/g>2(z)dz -/N‘D,l(z)dz
0 P

(cf. (9)) also belong to B* This gives us a possibility to
define an operator r for the corresponding elements of A%

by
re(t) = L—’l{fq’q(Z)dz -/P¢2(z)dz}.
P 5

This operator is a right inverse of the multiplier +, 1i.e.
tr =1, whereas q =1 - rt 1is a projection operator
{cf. [3]) with

a9(t) = ¢ 8().

4%, It is possible to extend B*'to the algebra Bo of
all functions ¢(p) which are holomorphic in the points of
an interval O < p <6 with a sufficiently small 6 dependent
on ¢(p). This algebra is a completion of B, if we use the
uniform convergence in every compact subset of a small
neighbourhood of the interval O<p<6§. 1In B, ‘the follow-
ing equations are valid

a _ . A g S -nA
Fo) = tin (A o)) - 1in (12 R0)).
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12 J.Berg

Hence, in the corresponding algebra Ao we obtain the limit
relation

t oo
Joteres = 112 (1.5 o).
oo A=+=+0 n=o0

The algebra B, contains the function 1ln p, so that it
is not longer necessary to exclude the case ¢_, = O 1in the
integral of point 3°, if we define

1
/idp=lnp+c,

where C 1is the Euler constant. The definition of this
integral for the remalnling elements of Bo can be dcne by
means of a Hamel basis (cf. [3]). If we also consider
translations ¢(p+A) of the elements ¢(P)€Bo with arbitra-
ry complex numbers A, and multiplications by e_At in Ao
(remark that there is no one-to-one correspondence between .
them), we get an operational calculus of almost the same
generality as in the book of Amerbaev [1].

50. If we want to have an operator field, then we can
elther restrict B* to the subfield of all functions which
have for p = 0O at most a pole, or we can extend B* to the
corresponding quotient field, since B* has no zero divisors.
Of course, the same is possible with respect to B,, and for
all these fields there exist isomorphic fields connected
with A%,

The application of the foregoing statements for solving
equations may be done in usual way, so we omit here this

question.
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