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CONTINUITÉ ET DÉRIVABILITÉ DES PROBABILITÉS 
DE TRANSITION D'UN PROCESSUS NON-MARKOVIEN 

À L'ESPACE DES ÉTATS DÉNOMBRABLE 

(k+1 ) k + 1 
s ignons: = x J, 

Soien t : J - ensemble des n a t u r e l s e t T = ["o.+oof. Dé-
k+1 L L 

X 
i=1 

k+1 
g,(k+1 ) = | ( t 1 f t 2 , . . . , t k + 1 ) 6 ^ T : Ô < t 1 4 ; t 2 4 . . . ^ t k + 1 | . 

Pour un k n a t u r e l f i x e , on d é f i n i t une f a m i l l e de f o n c t i o n s 

P j (k+1 ) ' 1 ^ R 

aux ind i ce s ( k + 1 > g J ( k + 1 ) e t s a t i s f a i s a n t aux condi t ions 
su ivan tes 

0 < P.r>4.i ì f t ( k + 1 ) 

( b ) Z P / C k ) \ ( t ( k + 1 0 = 1 

quels que so ien t 
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2 J.Pusz 

( 0 ) ^ n j f ^ " ^ ^ 

B Z p ' 0 0 , N Î O 0 0 » ^ 

V H ^ ) 1 i \ ( ( ^ ' W W ) ) p o u r \ < *k+i <
 tk +2 ' 

l3k+1 

0 pour d k + 1*3 k 

1 pour dfe+1=3k 

(e) Si j = j ,, et t s . pour un se [l,k-l], on a: Js ~ ds+1 s+1 s 

p/,(s) . , \ ( ( ^ ' » W tk+1 
' "s+2 ^k+lj v 

(j , dk+1J 

Toute famille de telles fonctions (dites probabilités de 

transition) satisfaisant aux conditions (a) - (e) sera nommée 

le processus au sens plus large à quantité dénombrable 

d'états. La définition, étant analogue à celle des processus 

markoviens au sens plus large ([1]), devient, cette fois-ci, 

(( kj-i ) \ t ) qui 
(J 

dépendent pas seulement de o k + 1»
t
k»

t
k +i»

 m a i s a u s s i d e 

\ c'est-à-dire du passé du processus, avant le 

moment t^. 

Le travail ci-présenté contient trois théorèmes générali-

sant des résultats obtenus pour les processus markoviens à 

l'espace des états dénombrable. ([l], [2]) ainsi qu'un exemple 

qui servira à illustrer nos considérations. 
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Continuité et dér ivabi l i té des probabilités 3 

Des problèmes l i és aveo des systèmes d'équations d i f f é -
rent ie l les pour les processus non-markoviens ont été considé-
rés dans les travaux [3 ] , [ 4 ] . 

T h é o r è m e 1. Pour t ^ f i x e , la fonction 

+ 3 " .(k+1 ) ) ) e s - t o°n"tinue. 

D é m o n s t r a t i o n . Pour h arbitraire pos i t i f , on a 

u u 

- P ^ J K ' . * ) ) -
«J 

OL € J 

1 - p 

oL £ J 

(dk+1 ) 

la somme r - • s'étendant sur tou^ les oc e J -
Jk+1 

oi € J 

On a en outre 

, , ( ( t ( k ) , t , t + h ) ) < p ( k + 1 ) ( ( t ( k ) , t + h ) ) -
(0 »^k+1 ,Jk+lj ' 0 x ' 

•»̂ •jlr.l ) 
- P 

3 

• 1 - * M o o , , J ^ U f * ) ) {«J » Jt+1 ' Jk+1 J 
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4 J .Pusz 

ou encore 

< 1 - P . ( k ) , j ( ( t ( k ) , t , t + h ) ) . 
(3 »Jfc+1'Jk+1J 

Si h < 0, l a d e r n i è r e i n é g a l i t é e n t r a î n e 

J J 

»Jfc+1'Jk+1) 

F a i s a n t h t endre ve r s 0, en v e r t u de l a cond i t ion (d) , on 
o b t i e n t l a t h è s e . 

L e m m e . On suppose q u ' i l e x i s t e »H >0,£ > 0 
t e l s que l e s cond i t ions su ivan t e s s o i e n t s a t i s f a i t e s 

^ ' 3 k ' D k j 

1 ~ P ( i ( k - 1 ) 1 , A ^ } > \ > \ + t ) ) < è> 
V ' Jk+1'"k+1) 

où l ' o n a 0 ^ t < H . Dans ce cas , s i n h 4 t ^ H (n - n a t u r e l ) , 
l ' i n é g a l i t é 

(1) n ( 1 - 5 £ ) p ( k + 1 ) ( l t ( k > , V h ) ) < P ( k + 1 ) ( ( t ( k , , V t ) ) 
u *J 

e s t j u s t e . 
D é m o n s t r a t i o n . On observe l e s é t a t s du 

système aux moments t k , t f c + h , . . . , t ^ + n h (avec n h < t ) . Dé-
signons par p s l a p r o b a b i l i t é pour que l e système, s o r t i de 
l ' é t a t au moment t k , e n t r e , e t c ' e s t pour l a première 
f o i s , à l ' é t a t au moment sh, sous l ' hypo thèse qu 'au 
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Continuité et dér ivàbi l i té des probabi l i tés 5 

moment ( i = 1 , 2 , . . . , k - 1 ) i l se trouvait à l ' é t a t 
j k _ 1 . On a 

> z £ P e P f i ( k - 1 ) , , \ ( ( t ^ ' . t k . V ^ I > ( 1 " 
= i ^ '•3k+1'«3k+1j 

Q 

donc p = £ p < A t 'r • 
s=1 s ' E 

Désignons maintenant par Q_ la probabil i té pour que le 
système, sor t i de l ' é t a t le regagne au moment sh, sans 
etre entré aux moments rh (r = 1 , 2 , . . . , s - 1 ) à l ' é t a t 
''k+l ' s o u s l'hypothèse qu'au moment ^ „ i ( i = 1 , 2 , . . . , k - 1 ) 
i l se trouvait à l ' é t a t D a n s c e c a s 

s-1 

On aura donc 

V * i > ( ' t < k ) - v * > ) * k w M ( k ) , > < k , . v ) ) ' 

xp ( k _ 1 } ( ( t ( k " 1 ) , t k , t k + t - s h ) ) > 
^ '"k+1'"k+1J 

> n ( 1 - £ ) ( 1 - E - ^ J p ^ j ( ( t < k \ t k + h j ) . 
î] 

La thèse (1) en résulte auss i tôt . 
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6 J.Fusz 

T h é ' o r ê m e 2. Si pour t > s > 0 

(2) V..(v\ . ^ . ( ( t ( k , , V B , t k + t | > 

alors i l existe des l imites ( f in i e s ou non) 

(3) S 4(k+1 ) (t<
k>) = l i m - ^ g 

d i tes intensi tés de transi t ion. Si encore ^ a l ° r s 

~ .(k) est f i n i , g ( k ) ( t ^ ) étant f i n i 
[1 Jk+1 ) 

ou égal à "-ex> " . 
Dans tous ces cas, on a 

D é m o n s t r a , t i o n . Soit = jj^j posons 

S = sup u C + o° • 
h >0 h 

Si c < s et 

1 - p 
( j o o , 3 k ) ( ( * ( 1 ° - v v j ) > c , 

0 0 
a lors , pour -ĵ pj- » u t i l i sant à quelques reprises l a 
condition (c) , on obtiendra les inéga l i tés suivantes 
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Cont inu i t é e t d é r i v a b i l i t é des p r o b a b i l i t é s 7 

n 

< 

1 - p t ( k ) , t k + n t , t k + h 0 ) ) | + 

+ £ jJ »Jy»Ji<-J 

i=1 
n r 

En u t i l i s a n t l ' h y p o t h è s e (2 ) , on aura 

c < ÏT" 
0 

1 - p M ( k ) , J t ( k ) . v v ^ ! ) 

Comme, en v e r t u de l a cond i t i on (d) , on a 

i l e x i s t e donc, quel que s o i t c < s , un i t e l que pour 
f < S on a i t 
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8 J.Pusz 

1 ' V ' ^ ) ( ( t ( k ) ' V T 
c < < s. 

t N 

Il en résulte que 

1 - W * ' . o k ) ( ' t < k ) - V T i > s = lim - — • 
T*0 * 

Supposons maintenant que ^ / Choisissons un H 
positif, assez petit pour que les suppositions du lemme soient 
satisfaites. Soient t,h e]o,H] et nt 4 h < (n+1)t. 

Alors, en vertu du lemme, on a 

ï * h - t ' 1 - 3e 

Faisant tendre t vers 0, on obtient 

(4) Ito ( J , 3 k + l )
+ < 

t — 0 X 

z l3 'Jk+1J 1 > ^ 1 - 3e ^ 

< lia • ' k + i ; h : — 
h — 0 11 1 - 3£ 

Le nombre 6 étant arbitrairemènt petit, l'inégalité (4) 
entraîne l'égalité des limites supérieure et inférieure du 
quotient 

. (h > 0) 

ce qui établit la thèse (3). 
- 6 3 2 -



Continuité et d é r i v a b i l i t é des p r o b a b i l i t é s 9 

Soit un ensemble f i n i J^ c J avec ^ J . Alors 

( j . y kJ » Jk+1 j 

àk+16 J 1 

Faisant tendre t vers 0, on obt ient 

^ ^ / 

et la these 
en découlé. 

R e m a r q u e . Dans le cas des processus markoviens 
homogènes, l ' i n é g a l i t é (2) devient une é g a l i t é de la forme 

p . * (t - s) = p . . (t - s) . 

Le théorème qui su i t concerne une géné ra l i s a t ion du p r e -
mier système d 'équat ions d i f f é r e n t i e l l e s de Kolmogorov pour 
l e s processus markoviens à l ' é space des é t a t s f i n i . 

T h é o r è m e 3. Soi t un ensemble f i n i J^ <= j . s ' i l 
ex i s t e des l imi t e s f i n i e s 

»¿k+V 

V k ' . « . w i ( C t < 1 0 , t ^ , t ^ t ) ) = lim r 
h • 0 h 

(k) e t , pour t v ' f i x e , l e s fonc t ions 
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10 J .Pusz 

sont con t inues , a l o r s l e s p r o b a b i l i t é s de t r a n s i t i o n sont 
d é r i v a b l e s e t e l l e s v é r i f i e n t le système d ' é q u a t i o n s d i f f é -
r e n t i e l l e s 

3 t k + 1 

'1 

avec une cond i t i on i n i t i a l e 

D é m o n s t r a t i o n . Soi t h > 0. Suivant l a con-
d i t i o n ( c ) , on a 

La somme c i - d e s s u s e s t f i n i e ; par conséquent , f a i s a n t 
t e n d r e h v e r s 0 , on o b t i e n t 
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11 Continuité et d é r i v a b i l i t é des p robab i l i t é s 11 

I3 > J k + l ) 
3 t k + 1 

En vertu du théorème 1 et compte tenu de l a continuité 
admise pour l e s fonct ions ( * ) , on déduit que l a dérivée à 
droit,e es t continue, a in s i que l a fonction p ^ (("t^,-)) 

(¡5 »^k+1-) 
elle-même. Par conséquent, l a dérivée à droi te e x i s t a n t , on 
en déduit l ' e x i s t e n c e de l a dérivée a in s i que l ' é g a l i t é entre 
e l l e s . Ains i , le théorème 3 es t démontré. 

E x e m p l e . Soient des fonct ions X ,X2 > • • • >/lr 
continues et dér ivables sur T. Considérons un processus p o i s -
sonien composé dont l e s r e p a r t i t i o n s à k+1 dimensions sont 
de l a forme: 

0 

X e x p [ - ( A ( t s + 1 ) - A ( t s ) ) ] s i 0 < d 1 < < 3 k + 1 , 

0 pour tous l e s autres cas . 

Soit À un processus stochastique t e l que, quelque s o i t i 
(1 < r ) , on a i t 

r 
P(A(t,w) = X ( t ) ) = c , f c, » 0 f Z o. = 1 . i i l i = 1 i 
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12 J.Fusz 

Dans ce cas 

Z c i « * L - W J I I - d J i 
i=1 8=1 

= < 

X e x p p A i ( t s + 1 ) - A l ( t s ) ) pour O ^ d ^ . . . < d k + 1 . 

0 pour tous l e s au t res cas. 

La fami l l e de fonc t ions P . ) 1 sera déf in i s 
comme s u i t ^ 

3 

= < 

pour 0< 5^4, j2< . . . 4 dk+1 » 

0 pour tous les autres cas 

avec 

. . ( ^ . t W ) » 

k—1 
= ^ [ w T 1 TT [ v v ^ - v v ^ 8 * 1 " 3 8 , i 1 = 

Lee fonc t ions (6) s a t i s f a i s a n t aux condit ions (a) - (e ) , 
cons t i tuen t une fami l l e de p r o b a b i l i t é s d e • t r a n s i t i o n . 
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Continuité et dérivabilité des probabilités 13 

On supposera encore que l'on a 

r 
(7) 2 M d ^ . t O O ) ^ ( j W . t W ) « 

n,i=1 1 ' n 

pour t > s > 0 . Dans ce cas-ci, la condition (6) équivaut à (2). 
Pour que l 'inégalité (7) soit satisfaite i l suffit'que l'on 
ait par exemple 

(8) a ± ( t k+t ) ^ ^(tj^+s) + ^ ( t k +t -B ) , ( i ,n » 1,2,. . . , r ) . 

On peut démontrer que les fonctions de la forme A.,(t) = 
1 /d " 

= ( at + b ^ ' , avec a > 0, bĵ  ̂  0, d naturel, vérifient 
l 'inégalité (8) et par conséquent ï-'inégalité (7). I l est bien 
facile de voir que, si d = 1, bĵ  = 0, (i = 1 ,2 , . . . , r ) , les 
fonctions (6) sont des probabilités de transition dans un pro-
cessus poissonien homogène à un paramètre a. Les intensités 
définies par les formules (3) sont, dans cet exemple-ci, de la forme 

ou on a pose 

e ( d H t ( k ) ) i-1 x x 

i=1 1V 

- 637 -



14 J.Pusz 
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