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G. S. Lingappaish
ON THE GENERALISED INVERTED DIRICHLET DISTRIBUTION

Generalised inverted Dirichlet distribution is discussed
in relation to doubly non-central F variables. The distri-
bution of the sum of the variables is obtained under certain
conditions. Estimation and tests are suggested for these ca-
ses, Tail probablilities of the distribution of the sum are
evaluated,

1. Introduction

Dirichlet?s distribution and its generalised forms have
received much attention recently as can be seen in [1], [2],
[3], [4] and [5]. In most of these references, attention is
mostly on the ratios P41Po9 e 9Pys 0 < pd~< 1y J=T4ecegke
For example [3], deals with the concept of "neutrality™ of
these quantitles in relation to the independence of the terms
like pJ(q-pq-pa-... - pj_1)-1, J=192500 9 k3 [7] 1s concerned
with the generalised Dirichlet distribution as applied to life
'testing via Bayesian approach along with variances and co-
variances; [4] specifically deals with the characterization
of thls distribution; [8] has used this distribution by in-
troducing a concept of "F-independence”; [1] gives the cha-
racterization of the Gamma distribution in terms of p’s.
In this note, generalised lnverted Dirilchlet distribution is
viewed through non-central F-varisbles, Further, as the quan~
titles py (1=pq=s.es -pj_l)"1 play an important role in most
of the references cited, so also here quantities
X (WLbestXy g )y, Xg5 >0, j=1ye..k, are dealt with throug-
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2 G.S.lingappaiah

hout this paper. If the terms P (1—p1-...—pj_1)-1 can be
called as "force of mortality" of the population, as they

are termed often, one could see the importance of the quanti-~
ties used in this paper., Also, the distribution of the sum
XgtesotXy is obtained under certaln conditions and the esti-
mation and tests are attempted in terms of this sum for

these cases, The tail probabilities of the distribution of the
sum are tabulated for the selected values of k and 24980900

s ’ako

2. The generalised inverted form

2(i): Consider k independent doubly non-central F-variables
(1) Fyo= £5(ug0A5iP5093) 351020000 Ky

where yj,zj are the parameters and pj,qj are the degrees of
freedom, Let pj=qj=2sj, then the jolnt density can be written
as

i=1

k k
(2) f(F,l’Fa,ooo,Fk) =‘Z‘ Z‘ ecee IZ' Z r—l exp(—% Z,‘(Aj“',ud)x
1« M kK Mk J= :
8 .+m.~1

AN e 4 Fd J a
x(é'a) (’Zg) 1.! m.! ° %s +1 +m '
3 (1+Fj) A B(sj+lj;sj+mj)

0 <Fj<m ? j=1’oo- k,
where 2k sums are on 1isDqgece Loy from O t0 ey Introdu-
cing the transformations

X,

(3) Fj = y where Tj~1 =1+ Xptes ot Xy g9 3219240 gk
J—

with Ty=1, we get in turn from (3)
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Inverted Dirichlet distribution 3

J-1
(4) xj = FJ ‘D (1"' Fi), j: 1,2,0--9]{

and the Jacobian of transformation has the form

k

(5) 71 = T (14 Fd)k':’.

j=1

Replacing (3) in (2) and taking |J| along, we get (2) in the
form

£(Z1y0eesTy) =

8 -+mj:"1

r_'* o) 1 m x.9
"'Zﬁle B @'1) J(;J) ’ lj}m.l 4 3]

iat 3
J . +m Je T
B(sJ+1j,sa+mJ}-j

(6)

where the sum 2, is 2k-fold and
(7) ej = 233'(Sj+1+lj+1)+(lj+mj)

With 1‘(-]-1 = Sk+,l = Oo If A :ﬂ = O’ j = 1,2,;..,1{ (CaSe
of k-independent F-variables), we get (6) as

xs,]--'l xsk-1
/‘ [ N X J k
(8) f(x,]’--c’xk) = ’
ﬁf 2s,1~s2 25k-1'sk 2sk
j;f [B(SJ,SJ)] 'T,] ...Tk_q b Tk

x5 > 0, J=1425 004k,

2(11): General Caset (6) 1s actually a kind of an extension
of the corresponding result in [7]. Because, ln general, if we
start with k-independent Beta variables Jq9ee-9Tys Where

aj-1
J
(1+ya') J j [ ) j=1,.¢o,k, y'_j>0
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and by & similar transformation (3) on y's we g .

a,~1 -]
1 ™
xo] e xk

(9) f(x,‘,...,xk) =3

€1 ‘k
Magoep] s

9 xj>’0' j=1,o¢.,k’

where

(10) CJ = 63 + ad- Gj+1, j = 1’.oo,k’

with 6, .4 = O. We can call (9) the generalised inverted Di-
richlet distribution on the lines of [7] and [9]. If we set
€1 =€y =eeem £, 4 =0 in (9), we get

a1-1 ak—1
X, . f’(61+a1+.. .+ak)

(11) f(x1 9x2,o .o ,xk) =

51+A
(14xq+0 0. 4x)) F(a1)...F(ak)P(61)

xj > 0, 3=1929---.k’

where A = Bgteeet 8y, which, of course, is the inverted Di-
richlet distribution,

2(iii)s Now we find the characteristic function of the varia-
bles 10g X,yeee9108 Xy where X yeee,X, appear in (9). We see
in Section 4, that the variables log xj play an important role.
The characteristic function of these variables can bqbpbtained
either directly or by using the fact that Xy =Yy IJ (1+yi),
where yj's are lndependent Beta wvariables and we have

k

jal

(12)  #(bq9eeerty)

. .
Bla 6. ) (6.+ a, -
(8506507 (6 3+ ay 2;; it,)

If we let ‘1 = eee = ‘k-1=o in (12), we get
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Inverted Dirichlet distribution 5

6.~ ¥ 1t
ﬁ M(a +it,) (" ,Z; :l)
(13) ¢(t1’o.o,tk) = 1-1 ——F—?-a—d—)-l Y W:)_—_—

which obviously 1is the characteristic function of

log x1,...,log X9 Where X ,...,X;, are now those of (11).
Actually =x's in (11) are the ratios of two independent
Gamma variables and (13) is the sufficiency condition for
the characterization of the Gamma distribution which this
author has discussed 1n detail in [6]. In all these ratios,
denominator variable is the same. It may be noted here, that
by starting with the Gamma distribution, both Dirichlet’s .
distribution as well as its inverted form are obtained in [1]
and [6] respectively. So also, starting with the Beta di-
stribution, both the generalised Dirichlet distribution and
its inverted form are derived in [3] and in this note respe-~
ctively. The transformations used in [1] and [6] are diffe-
rent. But the transformations used in [3] and here look si~
milar (in appearance only).

3, Distribution of the sum

3(a): Now we discuss the distribution of the sum Xqteset Xpo

It is because of the facts, that by virtue of (3) we have

k
(14) Ty =1+ Xgteeut X = J:I (1 + Fj)
and
k k k-1
(15) ;log Xy = ; log FJ + ; (k—j)log('H-Fa.).

It Fj’s are independent F-variables with equal degrees of
freedom, say aaj, then we have T?s as the ratio of product of
chi-squares each with 4a. degrees of freedom to the product
of chi-squares each with 2aj degrees of freedom, It may also
be noted here in this connection, that a similar sum
x1+...+xk-in (11) corresponds, under obvious conditions, to

- 427 -
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the ratio of a sum of independent chi-squares to a single
chi-square which is of course agaln an F-varlsble, Now suppo-
se that we set szaj in (9), then we get (9) in the form

a,-1 -1
1 s
c . x1 ece xk

o 221782 R
t] oo k—" k

(16) f(xq,...,xk) =

-1
which naturally is (8), where C = [ r][B(aj,a ]} +Now, if we

make the transformations

J
(17) uj= Z ) J = 1yeearky

i=1

then (16) can be written as

a;~1

23 -1
(18) f(u1v---'“k)—0°. IR ) o e

=0 (1+u;) cl ’
where Oj = aj + Ty with a4 =1,,4 =6, and e # ea+1,
j = 1’-oo’ko
Then

Uy Upy

(19) . f / / B(uggeessr)duy ooe du g

gives, upon setting w =u,

a.-1
K , k k

o ctwer [11) (TN A )
rﬁ:o it jai (ej’ei) (1+u)

u >0,
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Inverted Dirichlet distribution 7

Plus the contribution, when ej = ed+1, J = 196409k which is
easily obtainable from (18).
Incidentally, in (20), we have

; 3 4! a
v, ("§-1
(21) jf(u) du = C e jn’ Z’ (._1) j(r > 1 (lDl) ,
0 I‘J=0 J IDIO,‘...ek
where |D| is Vandermonde’s determinant in ©'s, that is,
1 eeeeees 1
]Dl = 61 ove oo ek
=1 k=1
61 L N ek
1%
and 6440, 4 in (18) implies 6:#6; in iDl, and (21) is unity,
since
(22) 2a-1) §- a-1\ _1
a [2a- r (a~- _
(a-’l);("” (r ) (a+r) © 1.

One could get a similar result as f(u) for the case, when
6?3 and a’s are not equal in (9). But the case when &'s and
a’s are equal is more relevant because of F-variables than
when they are not equal,

3(b)s 84 = 85 = 4e0 = ak=1. If all a’s are equal to 1 in
(9), we get

-(63-6 1)

d +
(23) £(Xqpeenrky) = ﬂ 55 1 3+

J
with 8, 4 = 0. The function (23) is exactly the same as (18)
except that in the place of ©'s we have now &6’s, So, we get

now
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k K

k
(24) f(u) =(ﬂ 6}) Z' ,_l 1 1 5.4+1? U.>Og
it =112 (656 (teu)

with 61¢6‘j which is also necessary for (23). In this case

again ff(u)du will involve Vandermonde’s determinant in
0
brs, Actually the whole sum in (24) under the integral is

3(e)s 6y = 4ue = ak = 1, If all the 6's are equal to uni-
ty in (9), we get

k
1 a.-1 a

j=t

Now again with the transformation (17), we can write (25) as

(26) f(u..],...,uk) =
k a;-1
= ﬂ a. (_1)a3 aJ-1 1 1
j=1 | 4 OZ___‘; ( Ty ) (1+u.)rj-rj+1+1 (1+u,£)
J

with 4 = O. The function (26) is again of the same form
as (18) with vy + 1 in the place of 6. and now, using (19),

dJd
we get
k a;-1 k &
T, fa.=1
(27) £(u) = H ay Z(-") a(g ZD : T, +2 . .
g e A B

oo

In this case / f(u)du is calculated by writing ry-ry as

(/]
(ri+1 )=(rs+1) in (27) and by using the Vandermonde determinant
in (rj+'lg' s. Namely, we obtain
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k Gj" (aj-’1)
r
E J -

a-1

a-1 r
and (28) is equal to 1, since a ;(r) .,

4, BEstimation and tests

In this section we deal only with the cases (3b) and (3c)
which are simple. The estimator and the test procedures are
quite straightforward and elementary though the results may
be little interesting,

4(a):s Before estimation, we can put the density functions
(23) and (25) in the standard useful forms, The function (23)
can be put as

K
(29) f(x,«"....,xk) = ex'p[z 63 Bj(x) + D(8) + G(x)] ,
j=t
where
k

Kk
D(8) = ; log 63, C(x) = - ; log Tj and B‘_j (x)—log(Tj/Tj_q)
with Ty=1 and, in the case of (25), we have
k
(30) f(x,],...,xk) = exp {Zaj Aj (x)+E(x)+D(a)J,
j=1

where

E(x) = - log [(x1 eee xk)Tk]’

log;{;::jL .

(4b)s In the case of (3b) to test Hys 64 = eoe =6, =6,
we have the likelihood ratio criterion as

k
D(a) = Z_log 8 and Aj(x)

j=t
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8 -~
e [} [Doeofit [ [ (08 )
(31) ! 3‘1 - \
(Lo )
i=1
where '51:4-1:0’ 6 = 7____
1 T
‘Z_,-°3 ki
and gd = J=19e0. k.

:Zi'hg( -1, ﬁ.)

(4¢)s And in the case of (3c), to test the hypothesis
Ho3 &1 =32= Xy =ak=a,'we have

k ul n
nk [ Eﬂ | —a a.-a
s [;1°“<‘aij [I‘J ,DTai Ty J]

(32) s

(35 wef]

(L L b
a=4;m@ﬁf

The estimates of 6 s in (31) are in agreement with those in
(29)., If we consider further special cases, when both 6's
and a’s are all equal to 1 (case, when all F's have degrees
of freedom 2,2), we can replace a, S.J’s and 33’5 in (31)

where

T 1+F
and (32) in terms of Fj's, since then ?g = 731- .
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There are few restrictions in our analysis. Firstly, only
the integral values of a’s are treated in (16) and (25) so
as to deal with F~variables, Secondly, the estimation and
tests are restricted to the cases when either all §?s are uni-
ty or all a’s are unity. It would have been more useful if the
same procedure of estimation had been applied to case (3a)
also, But 1t is not so due to the term C and the same is in
the general case (9) also.
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