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ON SOME FUNCTIONAL EQUATION OCCURRING 
IN THE THEORY OF GEOMETRIC OBJECTS 

0. Introduction 
In th i s paper we f ind a l l solutions of the functional 

equation 

(0.1) g(x»y) s F(x)«g(y) + g (x ) , 

where x and y are non-singular 2x2 rea l matrices i . e . , 
x,y £ GL (2JR), g i s an unknown function whose values are 
3x1 rea l matrices, and F i s a given function of the form 

(0,2) { 
F(x) = 

1 ^ ( V J « 1 2 ( V + a 2 ( V 

0 

0 

1 

0 

or 

(0 .2 ) b F(x) = ( sgnA v ) 

1 « ^ J + « 2 ^ * ) ' 

0 1 « ^ (Ax) 

0 0 1 

where 4 X = det ( x ) , and oij 6 1 1 0 arbitrary solutions of the 
functional equation 
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2 Z.Kareâska 

(0.3) so(Ç) + « ( ? ) f o r Ç p ^ O 

with the additional restr ict ion 

(0.4) ex ̂KNJO}) * {0} 

We do not make any assumptions concerning the regularity 
of the function g. 

Equation (0.1) appears in the theory of geometric objects 
whea we want to find the solutions of the system of functio-
nal equations 

F(x.y) s P(x).P(y) , g(x.y) = F(x)»g(y) + g(x) 

( [2 ] , p.152) in order to determine the geometric objects of 
type [ 3 t 2 , l ] with l inear non-homogeneous transformation rule . 

The main result of the paper i s Theorem 0.1 and Theorem 
0,2. 

T h e o r e m 0.1. The general solution of the functio-
nal equation (0.1) defined on GL(2,JR) in the case when the 
function F has the form (0.2) a i s given by the formula 

where <0 , r are rea l parameters and (*o denotes an arbitrary 
funotion sat isfy ing the equation (0.3). 

T h e o r e m 0.2. The general solution of (0.1) defined 
on GL (2,10 in the case when the function F has the form 
(0.2)^ i s given by the formula 

(0 .5) a g(x) = 2r«1(Ax)+2«a2(Ax)+<**Îj (Ax) 

2t»ot, (Ax) 

(0.5)* g(x) = [*(x) - 35J*q» 
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On some functional equation 3 

"1 0 0 
where E i s the unit 3*3 matrix i . e . , E = 0 1 0 

.0 0 -1J 
q i s a 3x1 matrix whose entries are rea l parameters, F 
defined by (0.2)b . 

Furthermore from (0.3) we have for i = 1,2 

(0.6) 0^(1) = a i ( - 1 ) = 0 

and 

(0.7) <^(5) = c ,^ -* ) for every ^ 0 . 

Let us observe that from the properties of the solutions 
of equation (0.3) in particular i t follows that, if inequa-
l i t y (0.4) i s f u l f i l l e d , then i t i s also valid i f we confine 
ourselves to I >0 only. Then 

( 0 - 8 ) * {o}, 

where *?+ • J i e * i | > o j . 

1. The auxil iary lemmas 
In the sequel of the present paper we shal l apply the 

following lemmas 
L e m m a 1.1 (cf [5]) The general solution of the fun-

ctional equation 

(1.1) = f>(^x)y(y) + arte), 

for a l l x,y € GL (2,R), where <p i s an arbitrary not vanishing 
identical ly solution of equation 

(1.1)' =<f>(\) jp(?) for a l l ^ 0, 

i s given by the formulaet 
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(1.2) y(x) = >|>(ax) - 1] if 

and 

(1.3) J(x) = ln|0o(4x)| if p = 1, 

where A x = det(x), <t>Q is an arbitrary multiplicative 
function not vanishing identically i.e., <j>0 is an arbitrary 
function satisfying the equation (1.1)' and the condition 
<t>0 ^ 0 . is an arbitrary constant i.e., real parameter. 

R e m a r k 1.1. Prom the properties of the solutions of 
equation (1.1)' it follows that f 0 for every Ç f 0. 
Let us notice that ln|$0l is an arbitrary function sati-
sfying (0.3). 

L e m m a 1.2 ([4] p.64, 65). The general solution of 
the system of equations 

(1.4) ^(x.y) = «^(y) + « ( A x ) « 2 ( y ) + (x) 

(1.5) a>2(x*y) = cj2(x) + a>2(y) 

for all x,y e GL(2,(R), where a is an arbitrary not vanish-
ing solution of the equation (0.3), is given by the formulae: 

(1.6) w,,(x) = In\<t> (ax)|+<o<*2(ûx), 

(1.7) " 2(x) = 2a>oc(Ax), 

where œ is arbitrary constant, ^ is an arbitrary non-zero 
multiplicative function, A x = det(x). 

L e m m a 1.3. P.65, 66). The general solution of the 
system of equations 

(1.8) co1(x.y) = (agn^ (y) + (sgn ¿ x)aU x)co 2(y J+c^ (x) 
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On some functional equation 5 

(1.9) = ( s g n A x ) w 2 ( y ) +co2(x) 

for a l l x ,y e GL'(2,#), where a i s an arbitrary not vanishing 
solution of the equation (0.3)» i s given "by the formulae 

where = det(x) , to , <5 are arbitrary constants. 

2. Proof of Theorem 0.1 
A straightforward ver i f i ca t ion shows that the function 

defined by (0 .2 ) a s a t i s f i e s the equation P(x.y) = F(x)«F(y) 
(cf . [ 3 ] ) and any function of the form (0 .5 ) a s a t i s f i e s (0 .1 ) . 
Thus, i t remains to prove that the function g sa t i s fy ing 
equation 0,1 for a l l x,y GL (2,/R) must have the form 

be an arbitrary solution of the equation (0 .1) . 
Let us notice that the matrix equation (0.1) i s equivalent 

to the system of three equations: 

(1.10) co1(x) = co<x(dx) sgnA x - s[sgn - l j 

(1.11) 

(0.5)a . 
Let 

(2.1) g(x) = f 2 ( x ) 

(2.2) ^ ( x . y ) = ^1(y)+cy1(Ax)y2(y)+j[o(2(Ax) + 

( 2 . 3 ) y 2 (x .y ) = r2(7) + y 2 (x) 
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6 Z.Karenska 

(2 .4) y5(ac*y) = Cat) + ^ ( y ) . 

I t fo l lows from (0.8) t h a t t he re e x i s t s a r e a l number y3>0 
suoh t h a t 08) y 0 . The genera l so lu t ion of the system of 
the equations (2.3) and (2.4) has been given in Lemma 1 .2 
(o f . ( 1 .6 ) , (1 .7) ) . Thus, i n view Lemma 1 .2 we have 

( 2 ' 5 ) <f2(x) = l 4 * 2 ( A x ) | + « c x 2 ( A x ) 

(2.6) a y * ) = 2 5 0 ^ (Ax), 

where 

*?(*«) iVy0 o" 

denotes here a m u l t i p l i c a t i v e func t ion not vanishing 
i d e n t i o a l l y . 

Taking in to account the formulae (2.5) and (2.6) from 
(2.2) we obta in 

(2 .8) fr^x.y) = ?•-,(*) + 3T/j(y) + 0 ^ ( 4 ^ ) [ i n | \ + 

+w« 2 (A y ) ] + ° i 2 ( A x ) ] Z « « ! ^ ) . 

Since X * X q = xQ*x f o r every x e GL(2,fl), 

y 1 ( x . x 0 ) = ^ ( x ^ x ) 

i t fo l lows from (2.8) t h a t 

2r1(x)+arn(x0)+«1(Ax) [ m | ¿a*(/*)]+ 
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On some funct ional equation 7 

+ « v ,0») [ i n |*2(AX)|+««*(AX)] + « 2 (£) ] 2 ¿ 3 « ^ ) . 

Thus, 

2««^ (^)ot2Ux) + 0 , , ^ ) ln|^2(>8)| - 2w«1(ax)«2(£) = 

- o ^ ) In | * 2 U X ) | . 

F ina l l y we obtain 

(2.9) = 2 r « n U x ) + 2g5«2(Ax) 

and from (2.5) we get 

(2.10) ar2(x) = 2ra^(Ax) + 2«« 2(A x) +c3a^(Ax), 

where 

In | *20B)| - 2ioa2(^) 
(2.11) 2 r = 

Thus f i n a l l y from (2.9) or (2.10) we see that the equation 
(2.8) takes the form 

(2.12) = + + 2 f (Ax)«1 (Ay) + 

o 
+ 2<u«1(Ax)a2(Ay) +<0«̂  (Ax)a1(Ay) + 

+wa^(Ax) « - ^ O + 2i5cx2(Ax)a1(Ay). 
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8 Z . K a r e n s k a 

Now l e t u s p u t 

( 2 . 1 3 ) 3 T 0 ( x ) = ^ ( x ) - r o < 2 ( A x ) - - 2 5 « 1 ( A x ) a 2 U x ) 

T h e f u n c t i o n ( 2 . 1 3 ) s a t i s f i e s t h e e q u a t i o n 

( 2 - 1 4 ) fr0(x-y) = y 0 ( x ) + zr0 ( y ) 

f o r a l l x f y e GL (2,IB). 

I a f a c t , h y ( 2 . 1 3 ) , ( 2 . 1 2 ) , ( 0 . 3 ) a n d i n v i e w o f A X # J = 

= A A x y 

w e h a v e 

i T 0 ( x - y ) = ^ ( x . y ) - r « 2 ( A x A y ) - ^ [ ^ ( a ^ J ) ] 3 -

- 2 5 « , , U x A y ) « 2 ( A x A y ) = fy ( x . y ) - ^ [ « ^ x ) + a i ( A y ) ] -

- + « l i v ] 3 - 2 4 * 1 ( V + w 2 ( y ] = 

= [ ^ ( x ) - f « 2 ( A x ) - - 2 W « 1 ( A x ) « 2 ( A x ) J + 

+ [ a r ^ ( y ) - 2 « 3 « 1 ( A y ) c x 2 ( A y ) ] = 

= 3 T 0 ( x ) + T 0 ( y ) . 

S i n c e f o r x , y e G L ( 2 , / R ) t h e f u n c t i o n a r o s a t i s f i e s ( 2 . 1 4 ) 

t h e n f r o m Lemma 1 . 1 , w h e n y a 1 , i t f o l l o w s t h a t < T 0 ( x ) = 

= l r . | $ 0 ( A x ) | . B u t I n | i s s o m e s o l u t i o n o f t h e e q u a t i o n 

( 0 . 3 ) t h u s 

( 2 - ' 5 ) a r 0 ( x ) = a 0 ( A x ) 
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On some functional equation 9 

where otQ denotes a solution (0,3). Applying the formula 
(2.15) to (2.13) we o"btain 

(2.16) 0V, (x) =°<0(AX) + + 

+ 2wa 10a x)a 2(A x). 

Thus, summing up the results of the above considerations 
(cf.(2.16), (2.10), (2.6))we conclude that g satisfying 
equation (0.1) must have the form (0.5)a. 

3. Proof of Theorem 0. 2. 
A straightforward verification shows that the function 

defined by (0.2)b satisfies the equation P(x.y) = F(x).F(y) 
(cf.[3j) and any function g of the form (0.5)^ satisfies 
(0.1). In fact, g(x.y) = [F(x.y) - E].q = P(x).F(y).q -
- P(s3»q + F(x).q - E«q = F(x).[p(y) - E].q + [P(x)-E].q = 
= P(x).g(y) + g(x). 

Thus, it remains to prove that the function g sati-
sfying equation (0.1) for all x,y e GL(2,/R) must have the form 
(0.5)b. 

Let 

(3.1) ;(x) = 

^ ( x ) 

J2(x) 

L V X ) 

"be an arbitrary solution of the equation (0.1). 
Let us notice that the equation (0.1) is equi'valsnt to 

the system. of three equations 

(3.2) ?n(x.y) = (sgnAx)y^iy) + °<i(A;-) 

+ (sgnAx)[|o.2(iix) + « 2 + arr:x) 
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10 Z . K a r e n s k a 

( 5 . 3 ) = ( s S Q * x > J 2 ( y ) + ( s S Q A x ) a 1 ( A x ) a r 3 ( 7 ) + 3 ' 2 ( x ) 

( 3 . 4 ) a r 3 ( x . y ) = ( s g a A x ) a r 3 ( y ) + ^ ( x ) . 

T h e n a c c o r d i a g t o Lemma 1 , 3 t h e s o l u t i o n o f t h e f u n c t i o -

n a l s y s t e m o f e q u a t i o n s ( 3 . 3 ) a n d ( 3 . 4 ) i s g i v e n "by t h e 

f o l l o w i n g f o r m u l a e 

( 3 . 5 ) i 2 ( * ) = 2 T « / i ( A x ) s g n A x - 6 [ s g n A x - l ] 

a n d 

(3.6) ar3(X) = ar[sgnAx - 1], 

w h e r e y - , 6 a r e c o n s t a n t s . 

T a k i n g i n t o a c c o u n t ( 3 . 5 ) a n d ( 3 . 6 ) i n ( 3 . 2 ) w e o b t a i n 

ff^x.y) = ( s g n A ^ j ^ y ) + o c ^ A ^ s g n ¿ ^ [ j r o ^ A y J s g n A y -

- S ( s g n A y - 1 ) ] + ( s g n A x ) + 

+ « 2 ( A x ) ] 2 r ( s g n A y - 1 ) • ^ ( x ) . 

H e n c e 

( 3 . 7 ) a r ^ x - y ) = ( s g n A ^ a r ^ y ) + + 

+ a r o f 1 ( A x ) a 1 ( A y ) ( s g n A x ) s g n A y -

- 5 « ^ ( A x ) ( s g n A y - 1 ) s g n A x + 

+ a 2 ( A x ) ] ' ( s g n A y - 1 ) s g n A x . 
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On some f u n c t i o n a l equation 11 

Now l e t us put 

(3 .8) ar0(x) = ^ ( x ) - 2To ,1 ( ax> s S q A x + -

Let us no t i ce , t h a t the func t ion ¡f0 s a t i s f y the equation 
( 3 . 9 ) ar0(x.y) = ar0(y) s g n a x + 

In 

f a c t , we have from (3.7) (3»8) 

ar0(x.y) = ^ ( x . y ) - i r « i ( * x . y ) s S n A x . y + S « n ( * x . y ) s g n A x > y -

-2 r ° t 2^ A x .y^ s s n A x . y = s g n A x + ^ l ^ + 

+ a r a ^ x K ^ A y K s g n A x )sgn Ay - ¿oc^A^.) ( sgnA y -1 ) s g n A x + 

+ + o c 2 ( A x ) ] ( s S Q A y - 1) s g n A x -

- + 2 a 1 ( A x ) + 0 f 1 ( A y ) ] s s n A y + 

+ fi[«1(Ax) + o<1(Ay)J ( s g n 4 x ) s g n A y -

- 2 r [« 2 (A x ) + a 2 ^ y ' j ( S SQ A
X ) sgnA y = 

^ The f u n c t i o n r ( c f . ( 3 . 8 ) has "been suggested by M.Kucz-
ma. 
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12 Z.Karenska 

r i p = ( s s n A z ) ^ ( y ) - ^ a^AyJ sgnAy + <5 oĉ  (Ay) sgnA y -

+ 6 « , , ^ ) sgnAx - ? « 2 ( a x ) s gnA x ] = 3r0(y) sgnAx + ?0(x). 

From (3.9) taking into account Letama 1.1 [ c f . (1 .2) , when 
9?(AX) = sgnA x J we obtain 

(3.10) 2r0(x) = ® [ s g n 4 x - l ] , 

where © i s constant. 

Applying (3.10) to the re la t ion (3.8) v;e have 

$ j (x ) = ©[sgnAx - l ] + sgnAx -óo^ (a x ) sgnA x + 

+ 2f a 2^x^ s S n A x * 

Finally we obtain 

(3.11) fyix) = +«2 i A acJ sgnAx-<5ot,(Ax)sgnAx + 

+ G [sgn a x - l ] , 

where y» ® a r e constants. 
Summing up the above resu l t s (3.5)» (3.6) and (3.11) we 

have 

i[^a^Ux)+a2(Ax)]sgnAx-«5o(/l(Ax)sgn Ax+ 6[sgn A x - l ] 
g(x) = 

J « 1 ( A x ) sgnA x - 5[sgn Ax - l j 

y [ s g n A x - l ] 
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On some functional equation 13 

sgnA x - 1 a/J(Ax)sgn e 

= 0 sgnA x - 1 • -6 

0 0 sgn - 1 . ar. 

= [F(X) - E ] • q , where <1 = 
b Thus, g(x) is the form (0.5) 

0*2 has been completed. 

6 
-5 
ar J 

and the proof of Theorem 
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