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REDUCTION OF THE EQUATION Fx,,x;, x;, x,)=0 TO THE FORM

Si(a)fs 00)+8 Ol (06)+h (a) +£ ()= 0

+ h,](x,l) + f4(x4) = 0,

(1)

then the considered eguation has the form

(2)

We may write equations (1) and (2) in the form

(")

2, (x'l )z, (x2) + 84 (x,] )f3 (x3) =a,

o+ h, (x,]) + fq_(xq_) = 0.

° £
1 f3 (:;:3 )
g4 (x1 ) f1 (x,] )f2 (x2)
89 (x1 )—k,] k1 - 84 (lej
° =
-k, fuﬁl‘u)
-3 - sn hy(x,)
z k2 z, P1(x

1

1

1. Nomogram for the equation f, (x,l )z, (x2) + 84 (x,] )f3(x3) +

where k, > O and O # k; # g(x;) 1in the interval in which
X, varies. Hence we obtain that for equation (1) there exists
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2 Se Kwiecien

a collineation nomogram (cf. [2]) with two scales on parallel
straight lines (the scale for o is regular) and with two
functional scales (xq,xz) (the curves x, are straight lines)
(cf. [4]). Further, for equation (2) there exists a collinea-
tion nomogram with three scales on parallel straight lines
(the scale for o is regular). how we can infer that for equa-
tion

(3) £4(x)Ep(x0) + 8y (x)f5(x5) + By(x4) + £4(x,) = 0

we can construct a nomogram with uniform dummy axis o.
Because of the simplicity of construction of this nomogram,

considerations announced in the title of the present paper are
of the great interest.

2. The necessary and sufficient condition for
G(xq,xa,XB,x4)l to be of the form G = f1(x1)f2(x2) +
+ gq(x1)f5(x3) + hy(xy) + £,(x,), (cf. [4]).

We consider the function G ¢ D —*-Rq, where
D = {(x1,x2,x5,x4) ta; < X< by, 1= 142,3,4]

and "G €GO (D).
Theoren 1 The function G is of the form

G

f1(x1)f2(x2) + g1(x1)f3(x3) + hq(xq) + f4(x4)

if and only if the following conditions are satisfied in the
set D

1]
(@)

(a) ﬁ%g? for 1 = 1,2,3,

d -
(c) m—{- $_O for k = 2,3,
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2

9 3G

(a) 1n l_o for k = 2,3.
6x16xk axk ’

Proof., The necessity of conditions (a), (b), (¢) and
(d) is evident. Now we prove their sufficiency. From (a) and
(b) it follows that there exist functions A2(x ,x2),
A (x1,x5) and B, (x ) # const such that

(4) G = A2(x1,x2) + A3(x1,x5) + B4(x4).
Hence

aAk(x1,xk)

(5) aagk i for k = 2,3,
From (5) and (d) we obtain
92 aAk(x1,xk)
Ix,0x, BT ox. | =0-
xq0%y Xy

Hence we infer that there exist functions % (x ),CIk(xk)
(k = 243) such that

-
AT (X, 4%, )
1n | — A7k’

K
= a1(x1) +ocl]§(xk)

axk
or
aA (X ¢+ X ) .
Sl L expfo (x,)] - exp [k )]
Hence

(6)  AN(xy,x) = Bk(x )-BE(x) + cF (xy)y, (x =2,3),

where

B}]{(x,l) = exp{d],f(x/l )] ’
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4 S. Kwiecien

X

i(xk) =f exp[alli(xk)]dxk, Xp € <8y ,by >
,

and Cf(x1) are arblitrary functions of X In virtue of
(4) and (6) we have

(7) 6 =85 (x,)B5(xy) + B (x,)B3 (x5) + 63 (x )+ 03 (x,) + B, (x,) .
We put ‘
B (x,)

f,l (x,] Y, B% (x,] ) g4 (xq )y

C%(x1) + C?(xd) = hquq), Bﬁ(xk) = fk(xk) for k = 2,3,
Then we obtain
(8) G= f1(x1)f2(x2) + gq(x1)f3(x3) + hq(x1) + f4(x4).

In the last equality, in virtue of (c), the functions fq(x1),
£(x5), gq(xq), f3(x3) are non-constant, g.e.d.

3., Reduction of F(xj,xa,x3,x4) = 0 to the form (3).

Let the function F : D — R of the class CB(D) sa-
tisfy in D +the condition

4

1=1

Theorem 2., The conditions

] "
X: X XA X

(a) Ah . 255, (1 =1,2,3),
FXinq_ anFX3
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Fl

) X.
(B) 3% —X J% o, (k' = 2,3),
N\ B,
2 | Fy
(c) s ol === 0, (k=2,3),
19%, l ¥,
3
2 sz
(D) axz x3 1n F'_ = 0
X3

(in the set D) are necessary and sufficient for the existence
of anamorphosis (cf. [5]) ¢: R1— g1, ¢ 03(R1), ¢'(u) £0,
such that ¢(F) = G.

Proof of sufficiency. Le?}

F
XXz

(9) H(x1 oxggxaqu_) = F'__F'—
We shall prove that there exists a function V¥ (u) such that
(10) H(x,l ,x2,x3,x4) = Y(F).

From (9) we obtain

(11 ) i - 1 Fm _ x2x3 xaxi _ 12x3 x3x1 )
] - ! [} ! XAX,X !
e, FxFifx \ 201 Fr, T,
for i =1,2,3,4., Hence for i = 3% we have
1] it 2 " 1]
(F! ) F :
(12) 5 o |E o M R i 3
F' F_ (P ) XoXzX3 F F
X3 X, Xy X5 X3 J
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6 S. Kwiecienh

Using condition (D) which takes the form

F

3 X %z ) 3%z \ _ o
Gx2 FI \ -
X5 an
or
ut F ] " ] F" Fll
XK X5 XX, X Xz X X5X3 Xz%z" XpXy
F' - (Fl )2 = F. - (F:v )d
X, X, X5 Xz
we obtain
! m " "
: XXX XXz XoX
(13) = T e e
X3 Xy Xz X X,
" 2 " n
(F ) F
XoX3" | 1 " _ X*o%o X¥3 .
1 = Y- XAX~X } .
er (an) an 27273 sz
2 1
(F, .. )
iy
' - )
an Fx2
The last identity follows from identity (11) for 1 = 2.
condition (A) and equality (9) we have
[1]
X, X
H= —2 % for i =1,2,3.
F. F'
Therefore
(14) by .1 B S S S b e
7 F_ P F XXXy F F
Xy Xy Xx %4 Xk Xy
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Reduction of the equation 7

for 1 =1,2,3 and k = 1,2,3,4. Putting i =2, k =1
we get

o " " "

1
E - 1 _ %, xox, o XoXu *1%u)
F]':1 F;{ZF;‘1F;{4 \ *2¥1 %y F;a F;q
(/] L] u ']
- '; B - "2"4"‘1"2 _ x,|x4,x2x4 ;
Fx1Fx2Fx4 %%y sz Fx4

by (A) we have

F;1"4 _ F;aﬁ
B, x |
Hence
, w o " ; .
(15) H?"l - _ 1 B _Fx1x4?x1x2_F"1x4F”‘214 H?‘z
Fx1 15-1:1E'x217x4 1%2%y Fx1 Fx4 sz

which follows from (14) for i =1, k = 2. In virtue of
identity (11) for i = 4 we have

1 " u " "

. F F F F
gx4 _ 1 - _TEEXX, XXy xgX,
7 = FF P x2x5x4 7 ’ 7'

X, X, Xz X, x, x5

In virtue of condition (A) we get

" H
Fx2x3 _ szxq_ .

FI - Fl

x3 x4
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Hence and from (14) we get
I ] 1] " " 1
r
(16) Hk4 _ 1 - _ X X5 XX, _ XX, “XzX, f%é
F. T XoXzX, bl F F

F F' B

X, Xy Xz Xy X5 Xy 3

Using (13), (15) and (16) we obtain

oK, K R
—
X9

F,FoF
X2 XB X4

Thus we can infer that there exists a function ¥ (u) (cf [1])
such that

H(xq,xz,XB,x4) = y(F).

Let the function ¢(F) be a solution of the differential
equation

1)
(17) L= -w(m.
¥
Then we have the identity
@#EQ-+ Y(F) = 0.
¢'(F)
We shall prove that the function &(F) defined above is the
required anamorphosis. Let ¢(F) = G(x1,x2,x3,x4). The func-—
tion G satisfies the condition of Theorem 1. The condition
(a) is satisfied, because

0G _ 0 (¢ )= ¢"F P 4+ ¢'F _ =
ax46xi ax4 xi ¢ X, xi xix4
F"
L] x,x n
'F. F i+lﬁ4§'F'F' i,+wF =0
=¢ X, % \¢ FF Ty X3\ 9 )
xi X4
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Reduction of the equation

for i =1,2,3. Condition (b) is satisfied, because

"

2 . " X~X
-G oot : — R U ! ¢ 273 —
Frira-= ¢'FL F o+ $FL = = =

- ¢‘F;:2F}'c3<% + W(F)) = o.

Further, for k = 2,3, we have

2 " XX
6 G "ot ' " 1l 1 ¢ 1"k —_
= + ¢ =¢F F -+ =
ax,laxk ¢ Xq Xy Xq X XX\ ¢ F; F;
1 ¥
n n " n ]
F F
oo | 1k 1%\ g i I S B A O
T ly e e T ml e T w2 T
X,l Xk X,l x4 x4 Xq_
FI
X
=d&p 0 7k
R e
Xy

(in virtue of assumption (B)), which proves condition (c).

Finally we have

62 ] a2 U '
T% 3= 1o |G = (ln | ¢! + 1n IF I)E
X490, Xk‘ 0x,9% 4] Xy
¢"F' F“ " F"
=0 T T T I s =S T
== - =gl o= F |, (k=2,3)
1 F, 1\ F B, F k
k *x 2 X3
Hence, for k = 2, we obtain
F” F" FI
62 in IG' _ a__ XX, _ x2x5 _ a2 1n X5
82,9%, x, | = 75 | F! 0x10% | !
_ x2 XB X3
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10 S. Kwiecien

and for k=3

2 F
b X3Xz Xp¥s 8 x
a—-a—— In |G |= - . = - 1in 2.1 .
| | 1\ F, Jx,0%5 -
3 2 15

Therefore, in virtue of condition (c), we have

2
d (N - =
m—i In 'ka‘ = 0 for k = 2,3,

i.e. condition (d) is satisfied. According to Theorem 1 there
exist functions £, (x ), g4(xq)s by (x Yy f2(x2), £ (xz),
£ (x4) such that G P(F)= £iE, + gqu + b, + f

Thus the function ¢(F) being a solution of equation
(17) is a required anamorphosis, this completes the proof of
sufficiency of conditions in Theorem 2.

Necessity of these conditions may be proved by simple

operations with the function F(x1,x2,x3,x4) a

-¢'1(f1f2 + 8qT5 + by + F 4)s Where ¢~ -1 isa function in-
verse to the’ anamorphos1s ¢. The existence of ¢ is
assured by definition of ¢ as a solution of eguation (17).

‘Theorem 3. Anamorphosis ¢z RV — R1, qe.CB(R1),
¢'(u) # O reducing the egquation F(xq,xz,xB,x ) = 0 to the
form (3). exists if and only if the conditions (A), (B), (C)
and (D) of Theorem 2 are satisfied in the set D.

Proof. It is easy to show that the reguired anamor-
phosis is the function ¢(u) = ¢(u) - ¢ (0), where ¢ satis-
fies equation (17). It follows from the fact that ¢ is an
anamorphosis reducing function F to the form

f1(x1)f2(x2) + g1(x1)f3(x5) + h1(x1) + fu(x4)
and ¢(u) = O if and only if u = O (by definition of ¢ and

in virtue of the condition ¢'(u) # 0), g.e.d.
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