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PROPERTIES OF A CERTAIN SINGULAR INTEGRAL 
AND THEIR APPLICATIONS TO SOLUTION 

OF HILBERT PROBLEM IN THE SPACE 

1 . I n t r o d u c t i o n 
Let S be a c losed Ljapunov s u r f a c e which i s the boundary 

of a domain D+ in t h e space E j . The complement of t h e 
s e t D + u S ( in E j ) we denote by D~. 

We s h a l l use t h e f o l l o w i n g n o t a t i o n ( o f . [1 ] , p . 168)» 
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(1) M(A,Q) . - D ^ , J L , 

where |A - Q| i s t h e Eucl idean d i s t a n c e of A ( x , y , z ) e D + u 
and N(a,/?,y) i s a u n i t veo to r or thogonal t o the 

s u r f a c e S a t t h e p o i n t Q, 
Let t h e elements 

- v e c t o r 

(2) q(Q) = 

d i r e c t e d ou t s ide t h e domain D 
i s 1 , 2 , 3 , 4 , of the column-

qatti) 
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2 W. Sznitko 

be defined and continuous oh S. The surface integral 

4jr JM(A,Q)<I(Q)CISQ , 

(Cauchy integral) is defined for every A e D + u D " . 
It is known [1 ] that 
1° The column-vector 

(5) F (A) = ¿FJn(A,Q)q(Q)dSQ 

s 
is holomorphic in D +o D~, i.e. it satisfies in this set the 
elliptic system of equations 

2° If the elements of (2) satisfy the Holder condition on 
S, then for eveiy P e S there exists a singular integral 
(Cauchy principal value) 

(4) ¿Jlí(P,Q)q(Q)dSq 
s 

defined by the equality 

(5) ¿Jlí(P,Q)q(Q)dSQ = ¿L JM(P,Q)[q(Q)-q(P)]dSQ + J- q(P); 
s s 

besides, the formulae (corresponding to Plemelj formulae) 

F+(P) = \ q(P) + ¿Jn(P,Q)q(Q)dS Q, 

(6) 8 

F~(P) n - J q ( P ) M(P,Q)q(Q)dSq 
s 

hold, where P+(P) and F~(P) are boundary values of the 
column-vector F(A) defined by the equalities 
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Properties of a certain singular integral 3 

F +(P) = lim F(A), F~(P) = lim F(A). 
A—PeS A-PeS 
(AeD+) (AeD~) 

Moreover (of. [2], p. 43) the following theorem of ¿akow-
ski holds. 

If the elements q^(Q), i = 1,2,3,4, of the Golumn-
-vector (2) satisfy on S the conditions 

|q i(Q)|<K, l ^ i ^ M i í ^ ) ! < K|Q-^,|h, 0< h< 1 , 

where K is a positive constant, then the elements F^(P), 
i = 1,2,3,4, of the column-vector F(P) = 2^¡rJ'M(P,Q)q(Q)dSQ 

s 
satisfy the inequalities 

F t(P) < CK, Fi(P)-Fi(P1)| < CK P-P„ 

for P e S , P^eS, where C is a positive constant indepen-
dent of q(Q). 

This theorem is an analogue of the theorem of Privalov in 
the theory of one-dimensional singular Cauchy integral. 

2. Investigation of a certain singular Cauchy integral in 
the space E^. 

Let denote the plane z = 0 in the space Ej of va-
riables x,y,z and D + and D~ be the upper (z > 0) and 
lower (z < 0) half-space, respectively. Suppose that the 
elements g^(Q), i = 1,2,3,4, of the oolumn-vector g(Q) are 
defined and continuous in the plane Y Z and satisfy the ine-
qualities 

^ ( f y i-g^Og) j < ^ ®very bounded subset 

(7) of E ) , 
| S i ( Q ) | < 

IQI F*
 f o r ! ^ l > R o » 

where RQ, h, C are arbitrary positive constant. 
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4 W. Sznitko 

The integral 

(8) 4>(k) = ¿fjM(A,Q)g(Q)dQ I A ( X l y , z ) e E j - C q ^ U H 

we define as a l imit 

(9) ¿/M(A,Q)g(Q)dQ = lim^jMCA.QteCQteQ , 
£ Q 

where Q is a simply connected domain in containing the 
origin 0 of coordinates, boundary of wliich is a piecewise 
smooth curve, and g is the least distance of 0 to the 
points of the boundary of Q . Because the elements M̂  ^.(A,Q) 
( i = 1,2,3,4; k = 1,2,3,4) of the matrix M(A,Q) have the 
estimation 

(10) In, k(A,Q)|< , 1 ,2 » 
1 X ' K 1 |A-Qp 

* f 
the inequality (7) is suff ic ient f o r the existence of the 
integral (8) defined by (9). 

We write the integral (9) in the following way 

(11) ¿¡rjM(A,Q)g(Q)dQ = 
2Z 

= lim [ 1 /M(A,Q)|g(Q)-g(P) CIQ + /M(A,Q)g(P)dQ + 
* Vt-D D L J T/Y"0 "D ̂  K(P,R) u J K(P,R) 

+ jM(A,Q)g(Q)dQ = ¿F J M(A,Q)[g(Q)-g(P) 

C-K(P,R) 

dQ + 

K(P,R) 

+ 4 J M(A,Q)g(P)dQ + J M(A,Q)g(Q)dQ, 

K(P,R) . E-E(P.R) 

where P(x ,y ) is an arbitrary point of the domain Q and 
K(P,R) is a circle with centre in P and radius R such 
that K(P,R) c Q . We suppose that Qc K(0,RQ). In particu-
lar, f o r 
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Properties of a certain singular integral 5 

g(P) = 0 
0 

we have 

/ M(A»< i = 
K(P,R) 

1_ / z 

(Vx- 0 2+(y- ?)2+z2) 
K(P,R) 

¿L i -(7-7 

J U(x-f)2
+(y-

K(P,R) 

r 
' J (]ix-f)2

+(7-KCP.R) 

?>2«2, 
dSd7 

? > 2 « 2 ) 

y df d? 

Introducing the polar coordinates by the formulae x 
= r cos (p , y - q = r sin y , we obtain 

- ? = 

(12) 4jt 

KCP.R) 

2jtR 

(x - f ) 2 + (y- ? ) 2 + z 2 ) 

3-d|d9 = 

= W 
o o 

« » - 3 - / i f - 2 
v s r r ? 

Similarly, 

(13) è 
J (V(x-ç)2 + (y- 9) + z 2) 

K(P,R) 
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6 W. Sznitko 

1 f 

J ( V ( x - f ) 2 + (y -o ) 2 + z2 

and 

(14) ^ J dfd», = 0. 

K(P,R)' 

In virtue of (12), (13) and (14), we obtain 

1 

(15) 1 
ÍJT J M(A, Q)dQ = 

K(P,R) 

1 - z ¡̂E f o r A e D+ 

1 -

V ^ T T z 2 

,E f o r A e D~, 

where E is the identity matrix. 
Let P (x , y ) be the ortogonal projection of the point 

A ( x , y , z ) onto the plane EZ . Then we define the integral (9) 
by the formula 

(16) ¿-jM(P,Q)g(Q)dQ = Urn lim ¿ J ^ j M(P,Q)g(Q)dQ 

Lfi-K(P,5) 

= lim lim _1_ 
4jr J M(P,Q) g(Q) - g(P)jdQ 

/ 
K(P,R) 

J M(P,C ^ J iví(P, Q)g (P)dQ + ^ I M(P,Q)g(Q)dQ 

K(P^)-KCP,Í) Q -K(P,R) 

where 0 < 6 < R . 

In particular, f o r g (P ) = we have 
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Properties of a certain singular integral 7 

J M(P, 

K(P,R)-K(P, 6) 

J_ Q)g(P)dQ = 

4 jr 
( V ( x - f ) 2

+ ( y - 7 ) 2 ' 
K(P̂ )-K(P,6) 

J _ 4jt / 
K(P.R)-KCP̂ ) 

d fd ? 

Analogously as in the proof of (12), we obtain 

2jt R 

(17) ¿ r 

K(P^)-K(P,i) 

and 

(18) 1 
ÇjF 

f -(?-?) 
J ( V ( x - * ) 2 + ( 7-

d£d? = 0 

K(P,R)-KCP, ¿> ) 

In virtue of (17) and (18), we may write 

(19) ¿ r / ¿L- / M(P,Q)dQ = ||0 || , 

K(P,R)-K(P, 6") 

where || 0 || is the zero matrix. 
Thus we can write the singular integral (16) in the form 

(20) ¿ j /*M(P,Q)g(Q)dQ = 2HTJM(P,Q)[g(Q)-g(P)]dQ 

J M(P,< 43T 

E-k(p , r ) 
- 187 -
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8 W. Sznitko 

By a simple ca l cu l a t i on we can ve r i f y that the column-

-vector < p ( k ) def ined by (8) i s holomorphic separately i n D+ 

and D~. 

Let £+(P) = l im ¿(A), <£~(P) = l im <f(A). 
A—P A — P 
(AeD»") (AeD~) 

L e m m a . I f elements g^(Q), i = 1,2,3,4, of the 

column-vector g(Q) s a t i s f y the Holder cond i t ion, then f o r 

the in tegra l (8) the P lemel j formulae are s a t i s f i e d 

(21 ) 

$ + = \ g(P) + M(P,Q)g(Q)dQ , 
TZ 

tf'(P) = - \ g(P) + ¿ J M ( P , Q ) g ( Q ) d Q . 

P r o o f . We wr i t e the i n teg ra l (8) i n the form (11 ) 

and, by (15), we obta in 

(22) 0(A) = 

_1_ 
4jt J M(A,Q)[g(Q)-g(P)]dQ+ ^ J M(A,Q)g(Q)dQ 

K(P,R) :-K(P,R) 

M - A g ( P ) , A 6 D+, 

£ jM(A,Q)[g(Q)-g(P)JdQ+ ¿p J M(A,Q)g(Q)dQ 

K(P,R) JZ -K(P^) 

- ± h -
W W 

g(P), Ae D". 

Since 

l im 
A 

M(A,Q) g(Q)-g(P)-

KCP,R) 

M(P,Q) 

KCP »R) 

g(Q)-g(P) dQ 
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Proper t i e s of a c e r t a i n s ingu la r i n t e g r a l 9 

and 

A - P 4 l r 
J M(A,Q)g(Q)dQ = ¿ p J M(P,Q)g(Q)dQ, 

£-K(P,R) C-KCP^) 

we have, in v i r t u e - o f . (22) , 

(23) 

¿ + (P) = - J g ( P ) M(P,Q)[g(Q)-g(P)]dQ 
K(P,R) 

+ ̂  J M(P,Q)g(Q)dQ, 

C-KCP.R) 

$~(P) = - J g(P) M(P,Q)[g(Q)-g(P)]dQ + 

K(P,R) 

h J M<p. 
E-KCP^t) 

Q)g(Q)dQ. 

Then, making use of (20), we obtain (21). 
Remark. Formulae (21) have been proved under the suppos i -

t i o n t h a t the poin t A(x ,y ,z ) t D + u D ~ tends to P(x ,y) in 
p a r a l l e l t o the z - a x i s . The t r u t h of the Plemel j formulae, 
when A tends to P a r b i t r a r i l y , fo l lows from the f a c t t h a t 
$(A) uniformly tends to i>~(P) along the p a r a l l e l s t o the 
z -ax i s and from the cont inu i ty of boundary values 0 ~(P) . 

5. The Hi lber t problem 
Problem. Find a vec to r f u n c t i o n $(A) holomorphic in D+ 

and in D~ sepa ra t e ly , bounded in whole space E j , such t h a t 
the boundaiy values $ + ( P ) and <2>~(P) s a t i s f y in every po in t 
P t E the condi t ion 

(24) $ + (P) = G'$T(P) + g (P ) . 
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10 W. Sznitko 

We suppose that G 
form 

is a matrix with constant elements of the 

G = 

h ß2 h H 

-ß2 Ai -h h 

-h ¿4 * 'h 

-h -h ßz * 
and the elements g^(P), i = 1,2,3.4-, of the column-vector 
g(P) satisfy conditions (7). 

In virtue of the Plemelj formulae (21 ), we infer that the 
solution of the problem (24) is the column-vector 

(25) $(A) M(A,Q)(X+)~1g(Q)dQ + X(A)C, 

X(A) = 

where 

X+(A) = G, for A e D + 

X~(A) = E, for Ae D~ 
is a solution of corresponding homogeneous problem 

X+(P) = GX~(P), P e E , 
C is an arbitrary constant column-vector and E is the iden-
tity matrix. 
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