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ON THE REPRESENTABILITY OF FUNCTIONS
IN THE FORM OF A SUM, PRODUCT, AND A PRODUCT OF SUMS

In this paper we shall use algebraic methods to give suf-
ficient and necessary conditions for the representability of
a function of n varisbles in the form of a sum of functions,
a product of functighs, and a product of sums of functions
with disjoint domains. At the same time these conditions will
provide effective methods for finding those functions.

Introduction

In practice, oné often encounters nomographic equations
of the general form

(1) F(x1,o-o.xn)- i fi(xi) =0
i=1

or
n

(1) T SRR ACR T

For these equation, one can construct collinear nomograms
by means of elementary methods for joining nomograms (see [1]),
For equations of the form (1) we use nomograms with parallel
scales, and for equations of the form (1 ) - nomograms with
scales on the sides of a triangle or, more general, nomograms
of the shape of the letter N, In the case (1) the same aim can
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2 A.Adamski

be achieved by use of special nomographic rules (see [3]).
We also frequently encounter equations of the form

n .
(2) F(X.],oc.,xn) = J%] fj(-xj1’x,12) + Z gj(x,j ) =0
or

. n n
(2) F(x1,...,xn) = ;:I fj(xj1,sz)' };I gj(xJB) = 1
with dosjoint domains of the functions fj and gj.

For equations (1) and (2) with n £ 9 one can use nomograms
with an oriented transparent. An exhaustive classification of
these equations and methods of building nomograms with trans-
parent can be found in a paper of G.S. Chowanski [2]. By ta-
king logarithms of both sides of equations (1 ) and (2') we
can reduce them to the forms (1) and (2),«respectively.

The above remarks indicate why it is important to repre-
sent a function F(x1,...,xn) in the form of a product or a sum
of functions with disjoint domains. This problem is solved in
Theorems 1 and 2 of the present work, Both theorems are rela-
ted by Theorem 3., The form of the function appearing there was
suggested by A. Hamah [4] and it is as follows

kM

G(x1,...,xn) =17 :E: gi(xi) + C,
i=1 A=1
where i+ 1y 4+ oee 1, = n. Following [4] we shall call this
form the second canonical form of nomographic polynomials in
n-variables of the n~th order.
Similar problems have been also considered by A. Haman,
E. Otto [1] and others. However, the conditions proposed there
assume that F is differentiable. In our theorems, we even do
not assume that the function F is continuous.

Notation and assumptions of Theorems 1 and 2
Let F(x1,.,.,7 ) be a real function of n real variables defined

in the cube Y _]x1 X;, where X = {xi oy <Xy < ﬂi} for
1=1,2,ooo,nn -
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Let I denote the sequence of indices occurring in the sym-
bols of variables. We divide this sequence into k disjoint and
non-empty subsequences I1, I2, cee Ik'

For J = 1,2,¢00,k, let Yj = ffl Xi’ where the elements

of Yj are denoted by y = (xi 1eI .JWe next distinguish and

fix an element pe ¥, p = (a1, 8pyeee98,). With the aid of
this element we build, for each set Yj (1< j €£k), the corres-
ponding set Yj as follows

n ‘ Xi for i ¢ IJ
YJ = X Z;, where Z; =
i=1
{ai} for i ¢ IJ’

Again using p ¢ Y we fix, in each set Yj, an element
pj € Y’j ini the following way

Py = (a3)y ¢ 1y

We see from above that for every j there are some mappings
between the sets Yy, Yj‘and Y. Namely, let hJ : Y — Yj be
defined as follows

(x3)5¢1 = V3= (251

where
Xy for 1 e Ij
Zi=
ay for 1 ¢ Ij'

Since ij ¢ Y and hj(ij) = ij, hj is a special kind of
retraction, namely it is the projection of the space Y onto
the "hyperspace" Yj passing through p e Y.

Similarly, let g:l H Yj'_’ Yj be defined as follows

g .

§ )
(xi)ite =¥y —=¥5 = (23)5 1,

where zy 1s defined above.
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The map gj is a homeomorphism. The superposition g51o hj=fj
maps the set Y into Y.. This map is independent of p, because
the space Y is a cube. The above relations are illustrated in

the diagram

In the formulation of Theorems 1 and 2 we shall use the
elements of the cartesian spaces y ¢ Y, 53 € Yj and yJ € Yj
as the arguments of functions appearing there. Hencé we may
write y, hj(y) and 331 [hj(y)] instead| of y, ij’ g Te-
spectively.

The function F(y,) considered in Theorems 1 and 2 can be
treated as a restriotion of the function F(y) defined on the
set Y to the set Y, C Y. The function F(?J) can also be inter~
preted as the function F,(y) being an extension of the function
F(§j) defined on the set Yj to the set Y in the following way

F[g (y)] forye Y -Y
J
F(ij) for y e YJ

We can now formulate our theorems.
Theorem 1. In order that a function F(y) defi-
ned on Y could be represented in the form

k
(z1) My) = > Gj(y.‘i)
J=1
it 18 necessary and sufficient that the following identity

hold k

() Fy) = Zr(ij) - (k -~ 1) F(p).
J=1
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Theorem 2. In order that a function F(y)# O
defined on Y could be represented in the form

k
(22) P(y) = T—T Gj(yj)’

3=1
it is necessary and sufficient that the following identity
hold

‘ ]h E’(yj)
(12) F(y) =43=—w—r |, where F(p) # O.
[F(p)]

Both theorems given above are special cases of the more
general Theorem 3+ Before we state this theorem we discuss no~
tation and assumptions invoived in 1t,

.Similarly as in Theorems 1 and 2 we shall consider a real
function F(x1,...,xn) of n real variables, defined in the cube

n
Y =S)=(1 Xy, where Xg={x_ 1 a < xs<,58}for 8 = 1, 2y000,he

x We divide the sequence of indices I = {1, 2,...,n} inte

:E: mg disjoint non-empty subsequences forming the family
s=1

m m
U ={I:|‘, I%,ooo, I11, I%, IS,..., 122,'..’ II,.-., Ii,ono

m m,.
XXE) Iiigottg Ill""’ Iklj_'

We distinguish and fix any element p ¢ ¥, p = (a.), 1
such that )

(3) i F(p) = F(a1, azgooo, an) # 0.

For each Ii ¢ U we introduce
1) the subproduct Y] = X X_ with a fixed element.
s€l
J J
Py (3 Yi
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and a hyperspace passing through p e Y

o | - xsifsexi
(4) 3) vy X Zg, Where Zg
sel {ag} 1f s ¢1d,

Next analogously as before we introduce the maps beiween
the sets Y, ?g and Yi. '
Theorem 3, In order that a funotion F(y) defined
on Y could be represented in the form
. . n
= - Jeyd
(23) Fy) =TT 3 o{tsd)
i=1 j=1 .
it is necessary and sufficient that the following identity
hold

k mi
I {Z P(7d) - (mg-1) F(p)]
(13) Fly) = =1 L3 . )

[F(p)] ¥

Proof ,” PFirst we shall prove the necessity of the
above condition. Assume that (Z3) holds. By substituting to
(23) for each varisable xs\1 4& 8 < n) the value X, = 8, being
the s=th coordinate of the element p, we obtain

Yk ™
(5) | P(p) =TT S af(ed).
i=1  j=1
FOI‘ each fixed io (10 = 192’°'°’k) and jo (jo = 1’...’mi10)

we determine the function F(iio). To this aim we substitute
0]

8 8

to both sides of identity (Z3) the value x_ = a_ in place of
|
sucbkthat s ¢ IJO, according to definition
0

every variable Xg

(4). Hence we obtain :E: g equations of the form
saq
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[1 3% o] S2at ol io6io))

(6) F(iig) = L.:’]I =1
J
ay (
Z i, Pio

J=1 mi
Clearly from (3) and (5) it follows that :E: Gjo(pi ) # 0.
0
=1

From (6) we obtain

For each fixed i, (io = 1, 2, ovep k) by adding side by
slde ms respective equations of the form (7) we obtain k
0

equations lof the form

my
mio > Guz Pi ) mio:
(8) %G{O(yio) = F(°)< o ~;F(§io) *
=4 g D J=
mio m.lo
J /.3 ) . . J (.3
¥ ; Gio(pio> M, J:Z,, Gio(pio)'

m

2 o] (v Mo
(9)  F(p) & o) >3 F<§io)- (m, - 1) F(p).
10 i j 3=1 0 0
> Gio(pio)

J=1
Next! multiplying side by side k equations of the form (9)

we obtain

' o k[0
(10) [F(p)] L =ﬂ[z F(?'jj_) - (m;-1) F(p)|.
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Pinally making use of (23) and (5) we obtain from (10) the
thesis (T3) of our theorem.

The sufficiency of condition (‘1‘3) is obviqus. In fact,
introducing the notation for every i (1< 1 < k=1)

- et My
1<;;/<\mMGi(yi) - 23] ana oty - E(, ) - (ay-1) R(p),

and for i = k

AN ) s — e G
1<jem _, £k [#(p)] k

and
Gye (3:k) v lc 7° [F(f’:k) - (m=1) *(p)]
»)]

we obtain (T3). Hence Theorem 3 has been proved,

The identity (Z3) appearing in Theorem 3 takes the form
{Z2) in Theorem 2 when for every i (1< i < k) we put m = 1.
Similarly, when k = 1 the identity (Z3) takes the form (21),.
Hence Theorems 1 and 2 are special cases of Theorem 3.

Examples

1. Let

P(x,¥,2) = sin{x+y+z) + 4sin —21 sin x+z sin 12—
¥e ask whether this function can be represented in the form

Mx,¥,2) = 'G.,(x) + Gy(y) + G3(z).

Let p = (e, o), Hence*

F(p) = Floy 7y ) = 0, F(§) = F(x,x,x) = 8in x,
F(Siz) = Fr, y,or) = sin y, F(§3) = P(w,;r, z2) = sin z,
From above it follows that

F(x,¥,2) = 8in x + siny + 8in 2z
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provided that the following identity holds

sin (x+y+z) + 4 sin 5%1 sin 5%§ sin 1%5 = 8ln x + sin y + sinz.

which 1s really the case.
2. Let

F(x1, Koy Xzsenes xg) = x$x4x5x6 + x$x7 +

+ 2x3x4x5x6 + xfxg + 2x$x7x8 + XpXpXpXe + x2x$ + xzxg +
(11) )

2 2
- 2x2x7x8 + 2x3x7 + 2x3x8 - 4x3x7x8 + 2x4x5x6 + 2x7 +
2 2

+ 2x8 - Xy - 4x7x8 - X5 = 2x3 - 2.
We ask whether this function can be represented in the form
F(x.".-o,xa) =

1 2 3 1 2

= [G1(x1) + G1(x2) + G1(x3)] . [Gz(x4, X5, Xg) + G2(x7,x8)].

Let p = (0,...,0). Hence we have

F(p) = F(O,..o’o) = -2, F(‘y‘}) = F(x1, O,...,O) = -x§ - 2,
F(y?} = F(o’ x2’ O"...’vo) = -12 "2
F(i%) = F(o, O, x3, O,ono,o) = "213 -2

F(i;) = F(o, 0, O, x4, xs, Xg» 0, 0) = 2x4x5x6 -2

F(0,e004,0, Xn, xg) = 2x$ + 2xg - 4x%g - 2.
From Theorem 3 it follows that
F(x,],xz,....)qe) = -(%)- [(—x,:l2 - 2) + (-x2 -2) + (-2x3 -2) +
2 .,
(12) = 2.(-2)] . [(2x4x5x6 -2) + (2x7 + zxg - 4x7x8 -2) - 1~(-2)] =

2
= I:x,l + X +2x5 4 2] . [x4x5x6 + (x7 - xa)2 - 1:',_
-13 -
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provided that the function (11) is identically equal to (12).
It is evident that this 1s true.
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