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ON SOME QUESTIONS CONCERNING THE EQUATION 
OF KOLMOGOROV TYPE 

FOR NON-MARKOVIAN DISCONTINUOUS PROCESSES 

Let (3£,B) be a measurable space, Τ a finite or infinite 
interval on the real axis and let X(t), te Τ be a stochastic 
process with a phase space X. Let 

Pn+1 ( to' xo' t1' x1'"-' tn' xn' tn+1» A ) = Pn+1 ( in'V f cn+1 ' A ) ' 

where t0,t,,,... ,tn+1 e T . t ^ t ^ . . . « ' xo'xi '·' ' 'xneJÊ 

AeB, tn = x n = [XO,x1 ' ' ' ' 'xn]are t h e t r a n s i" 
tion probabilities in this process, i.e. 

1°. For fixed. tnlxn,tn+1 the function Pn+1(tn,xn,tQ+1,A) 
is a probability measure on B. 

2°. For fixed ΐη.*η+1,Α the function P n + 1 
is measurable in x^ with respect to B. 

3°. Ρη+η »A) satisfies the equation 

-L 

Ρη +1 ( ΐη' χη'*η +2' Α ) = 

X 
V/e assume further that 

(2) W V x n , t n , A ) =JfA(xn) 

where is the characteristic function of the set A. 
In paper [3] it -vas estabilished that under certain uni-

formity conditions the transition probabilities satisfy ths 
equations 
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2 E. PXucinski 

ΊΓζ 11+1 

= W V ^ ' W ^ W V ^ ' V l · ^ + 

Ρ η + 2 ( ' χ η ' t n + 1 » χ η ' t n + 2 ' Á l 
T t 

(4) = a ^ W 

η+1 

7 ! Í f / , p n + 2 ( V x n ' t n + 1 ' z » t n + 2 » A ) n Â » x n ' d z ) 

η J η*1 

where 

^ n ' V = Ί η ( ϊ η ' χ η > * " { χ η } } 

^ n ( t r i ' x i i ' A ) ^ 'η*ΐ η V i - *η 

< ì n ( t n ' x n ' A - { x n } ) 

Π η ^ η ' χ η ' Α > = 

f o r q n ( t n , x n ) ¿ 0 

f o r q n ( t n , x n ) = 0 

and. q n i s a con t inuous f u n c t i o n with, r e s p e c t t o t Q . 
For η = 0 e q u a t i o n (2) and ( j ) have t h e form ι ( see ' [3] ) 

3 P , ( t ,x , t , ,Α) r 

9ΤΓ = - / ^ l ( t o . x o ' t 1 ' ^ P l ( t o ' x o > t 1 ' d z ' + 

(5) 1 A 

+ f 1l(to'xo't-1»z,) ni(to,x0,t1,z,A)P1(tofxo>t1,dz) 
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ap2(t0>x0,tvx0,t2>A) 

(δ)' 
trio I υ 

We shall now consider a special case, namely let the 
space be the set of non-negative integers and let P(x(0) = 
= 0) = 1. In this case we shall use the following notation 

P k l ( t v t 2 ) = P(X(t 2) = 1 I X(t^) = k), 

P k j l t W ^ ) = P W ^ ) = 1 I = d, x(t0) = k) 

Pkil^o'V*?) for j φ 1 

η ι*· ) l i m P j q ^ v ^ ^ 
•̂kl 1 t2 - tl 

- Pkjj(to't1»t2) 

V2 * t1 

for k φ 1 

o ff > n ™ 1 - W W Ivi t. , = · lim r — — Γ 
Χ- 1 v2 t1 

Let 

qkjl 
= 0 for 1 Φ j»¿j+1 

Φ Ο for 1 =' j,j+1 
Ikl 

= 0 for 1 φ k,k+1 

Φ 0 for 1 = k,k+1 

This implies that the transition probability from the state k 
to a state different from k,k+1 in the interval (t,t+At) is 
o(4t). 

If we assume that all the above mentioned assumptions are 
satisfied and that the intensity .functions are given, then 
equations (5), (6) can be written in the following form 
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(7) 

a p ^ , t 2) 
3 ^ = - P k l ^ V ^ ^ k l ^ V ^ ) + 

+ P kl_ 1(t Vt 2)q k l_ 1 l(t 1,t 2) 

3Pkkl ( to' t1' t2 ) 

(8) 
if = t0 

= P k l ^ o ' ^ ^ V -

"t,1^ pkk+11 < ̂  » » ù2 > ( ) · 

Prom these equations we can find the transition probabilities 
as functions of the intensities. 

In this paper the following problems will be considered: 
A. The connection between the equations from paper [ 3 ] and 

the Kolmogorov equations for a Markov process will be given. 
B. A theorem concerning the solutions of equations ( 7 ) 

and (8) will be proved. 
A. The function P2(t0,x0,ty) ,z,t2,A) is undefined for t^ = 

= tQ and ζ i x Q moreover PgCt^ ,z,t2,A) = P^ (t,, ,z,t2,A). 
Let us assume that there exists the limit 

lim P2(t0,x0,t1,z,t2,A) 

and that for every x Q 

(9) lim P2(t0,x0,t1,z,t2,A) = P^Ct^.z.^.A). 

It is evident that condition (9) is satisfied for a Markov 
process. 

On the other hand condition (9) can be treated as a con-
tinuity condition. 

Observe that the formula 

( 1 0 ) , 3P 2(t 0,* 0,t V* 0,t 2,A) 
d t^ 

d P ^ ( t 0 , x 0 , t 2 , A ) 

t -t o Lo 
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On the equation of Kolmogorov type 5 

and (9) imply t h a t equa t ions ( 5 ) , (6) and. consequent ly (7)» 
(8) have the same form as the Kolmogorov equa t ions f o r a Mar-
kov p r o c e s s . 

Indeed, by assumption (9 ) , and i n view of the c o n t i n u i t y 
of the f u n c t i o n P 2 a t the po in t t^ and the d e f i n i t i o n of the 
f u n c t i o n q^ we can w r i t e 

Um q l ( t 0 , x 0 , t 1 f z ) = l im Um 
Ρ 2 ^ ο » χ ο , 1 : 1 , z ' t 2 ' X * { 

t 2 - t 1 

l i a P 2 ( t 0 , x 0 , t 1 , z , t 2 , X - {z} ) 
= lim r 31 = 

t¿~t, t 2 - t 1 

Ρ ( t 1 f z , t 2 , J£ - {z}) 
= Ä = β ο ( ί 1 · 8 ) · 

The f u n c t i o n q ^ , χ ^ ) i s continuous a t the po in t t ^ , 
hence i n (5) we can take 

9 l ( t o » a c o » t 1 » a ) = < l 0
( t 1 ' z ) · 

Moreover, by the Lebesque theorem (see [ 4 ] , p . 295) we can 
pass i n (6) to the l i m i t under the i n t e g r a l s i g n . 

From the above c o n s i d e r a t i o n s i t fo l lows t h a t f o r a comp-
l e t e l y d iscont inuous process cond i t i ons ( 9 ) , (10) can be used 
i n o rde r to s t a t e t h a t t h e p rocess i s a Markov process i n the 
wide sense (see [ 1 ] , pp. 240-247). 

B. Let the space X be the s e t of non-negat ive i n t e g e r s . 
In t h i s case cond i t i on (2) can be w r i t t e n i n the fo l lowing 
form 

1 f o r 1 = k 

0 f o r 1 / k 
(11) = < J k ( 1 ) = 

and cond i t i on (9) i n the form 

(12.) ljMti P ^ W ^ ) = P j l ( t 1 f t 2 ) 
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It follows from (12) that 

I k j i C W = f o r 

W V = 

Now we are going to prove the following theorem. 
T h e o r e m . If X(t) is a completely discontinuous 

stochastic process, and if conditions (11) and (12) hold as 
well as the intensity functions are given by the formulas 

(13) ^ ( t ) = 
f ' ( t ) for l=k,k+1 

0 for l¿k,k+1 
A 

where f ( t ) is a increasing function of « lass C and f ( 0 ) > 0 , 
then the unique solution of equations (7)» (8) is 

, [ f ( t 2 ) - fit,,) ]1-11 -im-fct,)] (14) P ^ W = L ( i _ k ) l e 

and X(t) is a Markov process in the wide sense. 
P r o o f . Let the assumptions of the theorem hold.Equa-

tion (7) can be written in the form 

3pk l (t , , ,t2 ) 

(15) 
+ Pk i ^ í ^ . t g í f ' ( t 2 ) , l > k 

moreover 

^kk-1 » ^ = P k l ^ l ' ^ ^ = ^ k ^ ' 

Let k and the parameter t^ be fixed. Then (I5) is a re-
current system of linear differential equations. The theorems 
concernning the existence and the uniqueness of the solution 
of such systems are well known. It is easy to verify that if 
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On the equation of Kolmogorov type 7 

(14) is the solution, of system (15)» then (14) is the unique 
solution of this system. 

I f we assume that a l l the assumptions mentioned above hold 
then i t is also easy to see that transition probabil it ies (14) 
sat is fy equation (8 ) . 

Thus i t follows from the general theory of d i f f e rent ia l 
equations that (14) is the unique solution of (7) and ( 8 ) . I t 
i s evident that i f transition probabil it ies (14) sat is fy the 
Chapmann-Kolmogorov equation then the considered process is a 
Markov process in the wide sense. The proof of the theorem is 
complete. 

I t is interesting that transition probabil it ies (14) have 
the same form as the corresponding transition 1 probabil it ies 
in the Poisson process but they where derived without the as-
sumption that the process is a process with independent in-
crements. 
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