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ON PROPERTIES OF THE GENERALIZED GAMMA DISTRIBUTION

1+ Introduction

Let variables XO,X1,...,Xn be subject +to distributions
determined by densities fj(x) for j=0,1,e..,n0. If variables
Y, k=1,...,n are known functions of the. varimbles X,, J=
=0,1,...,0, then the joint distribution of the n-dimensional
random variable (Y1,...,Yn) is striotly dgtqrmined by +the
functions fi(x)' One cen ask whether & muldimensional dis-
tribution of the variable (Y1,...,Yn) determines the dis-
tribut;one of the variables XJ, J=0,1540.40. Of course, 1in
the general case the answer to this guestion is negative, so
there arimes. a question for what transformations Yk =
=V (X 9X 9eessXp) @ distribution of the variable (Y,,...,Y;)
determines the distributions of the varisbles X:J and whether
1t determines them uniquely.’

The problem formulated above has been deaslt with by T.
Kotlarski [1], J. Aitchison [2], K. Krélikowska [3]. These
authors gave theorems conocerning the ceses where the variables
Xj are subject to the gamma distribution or to the generali-
zed gamma distribution, and the variables Yk are some con-
crete funotions of the rardom varisbles X..

In the present paper we shall give some theorems that ge-
neralize all theorems in the papers mentioned above.

2. A chsracterization of the generalized gemms distribution
Theoren 1. A necessary and sufficient condition in
order that independent random variables XO,X1,...,X n22

n’
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have the generalized gamma distribution

0 : x£0
lotl Py-1 P ]

(1) fd(x) = r(pj) A& b d J exp(— —-a——) where a,o(p'.j. x>0,
T.T @ ,‘]:0,.._.,[1

is that the n-dimensional random variable (Y1,...',Yn) defi-
ned as follows :

X1 , Xn
(2) Yk =wki_ 3 e ;x— k=1,000,n
(o] (¢}

have a generalized Dirichlet distribution with the density

(3) k(y1,...,yn)= o 1 n
n -—Ep
Ir 1 2 -1 ) n « 0J
=lzn_£d-p0_—pj)- ”T]ik (y“ ] o.-’yn) [1+;T?;(y1 geves .yn)] ..l J |
17 ) ~
0

for pya>0, J=0,1,.4.,0 (y1,...,yn) €Q . Here Q is the image

of {xklxk> 0, k=0,1,...,n} under the trensformation (2). This

trensformetion is assumed to be one-~to-one with respect to
X .

the variables zk =X—k, k=1y44..,0 for x> 0, The functions
0

2, = pk(Y1,...,Yn)‘ k=1,...,0 are inverse to the functions
(2) end are of class Cqs J 18 the jacobian of the transfor-
mation

. |
(4) 2 =g = (Tyeen,Yp) k=1,2,004,0
o .

and J £0 for (y1,,..«.,yn)€§2.

Proof.Necessity. In‘ the random wvariables
Xy9Xq9e00,X, are independent and have distribution (1), then
the joint (n+1)- dimensional random variable (XO,X1,...,Xn)
hes a distribution with the density
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(5) f(xo,x1,...,xn)=];|-fj(xj)=
chl * "1‘% IRC 1 v _o
53 AL -exp(—; zo: xj)
nr( )

fOI' pjd, a,xj> O, j=0,1,oo.,no
Next let us introduce new random variasbles defined as
follows

(6) Zk ='X_o k=1,2,...,n.
[+

The density of the np-dimensional random variable (Z1,...,Zn)
has the form ' :

. oo .
h(z1,...,zn) =/f(x°,x1°z1,...,xozn)xg ax
0

that is
n+1 1Zn n _1 co )f:’: - o .
h(zqseneszy)= lj'l__"_ #ol N1 " /xoog 'e@[-x_(1+22:)]dx
I;Ir‘(;«'l) 1 0

Substituting xg‘-.-t under the integral, we obtain

Jrls Sy m vt L 5 e dRR
(7) BBy ees2y) =2 X T T3 K L (14 3 53y %0
J 1 1
fir@E)
where pjo(,zk> 0 for J=0,714eee,0. k=1,00.,D.
Applying (6) to (2), we get
(8) Yk =-1p’k(Z1,...,Zn) k=1,2,...,n.
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From the hypotheses of the theorem it follows that there
exists a transformation inverse to (8), namely (4). Moreover,
by assumption the jacobian J of this transformation is diffe-
rent from O, Hence the density of the n-dimensional rsndom va-
riable (Y1,...,Yn) can be expressed by the formula -

k(y1)'°°vyn) —h[v1(71s-o-,yn)’~--, VD(Y1900-syn)] |J|

where J is the Jacobian of transformation (4).This shows that
the condition 1s necessary.

Proof of sufflciency. By essumption,
the n-dimensional random varisbie (Y1,...,Yn) is subject to
the generalized Dirichlet distribution (?), where the varishles
Y., k=1,1,...,0. are functions (2)of independent snd positive
random variables Xj, J=0,1,¢¢.,0n. Then the random variable
(Z1,...,Z ) has the distribution with density (7), since the
transformations (4) and (8) are one-to-one in view of the hy-
potheses of the theorem.

Next we. make use of a theorem on characteristic functions
of rendom variables 1nX,, 1nX;,..., %nxn and the random

variable (1nZ1,...,ann), where Zk =35-, k=1,+..,0. This
°

theorem says (see [1] and [3]) that if random veriables X,
X1,...,Xn are independent and positive, and the characteris-
tic functions of the variables 1nX1,...,1nX do not
vanish st any point, then the characteristic function of the
n-dimensionsl random variable (1nZ1,...,ann) determines the
cheracteristic functions of the variables 1nX°,1nX1,...,1an
up to a factor exp(itb) which is the same for all the cha--
racteristic functions in question. ‘

Accordingly, let Q(t1,...,tn) be the charaoteristic
function of the variable (1nZ,y444,102,), end let e3(t),
J=0,144..,n denote the characteristic funotioms of the varia--
bles 1nX,, reapeo%ively. As is eesy to show, theése functions
satisfy the condition :
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(9) (P(t19--~’tn) = @1(t1) coe Q’n(tn) (po<" ; tk)'

The random variable (Z1,.q°,Zn) 1s subject to the distribution
with density (7), 8o that the characteristic function of the
variable (ln Z4,..., ln Zn) has the form

©(bgrnensty) =

n 15
n_f1 Y p) o oo pkfi,tk-1 n X %% n
:lg.l_:_(d‘%/ .../ Uzk .(]1- ;z:) . .I:rdzk_
riEd) ¢

In order to compute the above n-fold integral we make
use of formula 4.638 in [4]

a n /it P n n it + p
(t t )=r(& % pd) .UF(T-L_k“ot_k'r(;— %:p;ﬁ 21: (—k—aﬁ»
(P j,o '*“n n (pJ ; n
i NEREN
hence

) P(%? 'E% 5& tk>. n [1Cﬂ52235\
@t gpeeesty) = l_,(_i_of 1 P(%%—)

Teking into account formula (9) and the theorem cited
above we gsee that the charscteristic funetion of the variable
In XJ, J=0,144..,n0 has the form

it
(t) F(L—gi) (“,1'1“8>
P = = *€Xp —] 4, DPsjo, a2>0, J=0y14e¢c.yD
! r‘(ﬁl) < J

&

jlna

1t
where exp (“EF__) 1s the arbitrary factor equal for each

characteristic function of the variable 1n Xj, and the pa-
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rameters p and o« are determined by the n-dimensional dis-
tribution (3).

It 1s easy to show that the density of the random variable
Xj is of the form (1), g.e.d.

The following transformations are special cases of this
theorem

1°, for n=2 and o=1
X, =X P
Yy = &0, =, k=1,2,

VXkXo

which was dealt with by I.Kotlarski [1].

X, -Y D
2° T, =2,/ E k=1,2,000o0 D3 2,a>0.

k™o

This case was dealt with by the Author in [5]. 1In this case
the density of the variable (Y1,..Q,Yn) is of the form

(3a) k(y1,...,yn) =
™ r( 1 £ o) [ (7)° fpk
} o ) J .ﬁvzp_k"i' 2pk + 1 .
= ——
UP(&—) 1 Ve, +2p,
)
2 d*op.j

The density (3a) determines densities of the wvariables Xy
J=0415ee0eynn up to a constant parameter a which is arbitrary
and equal for all variables Xj.
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3° n»2, o= 1, For exsmple, the transformations

X 2X

k s 1

Yk = % or Yk. = .
. X

0 XJ %; 1

and others were considered by J. Aitchison in [2].

40 Yk= X k=1,oo.,n-

The density cf the variable (Y1,...,Yn) was found by K.
Krélikowska [3].

Theoren 2. A necessary and sufficient condition
for independent random variables Xo’X1"“’Xn'. n>2 to have
the generslized gamma distribution

oLy P b
(10) fj(X) Z_I_pi—l_Ti_:’.x j exp(_.zl_t >, o(j;pj,a,x>o,
P(&‘a—) g (3=0y75000,0)

is that the n=dimensional random variable

oy on

‘ X, X
(11) Yk =1yk Xdo ‘gee ey Xdo k:‘l,.oo,n

o] 0]

have a generalized Dirichlet distribution with the density

(12) k(y19°-09yn) =

kel
e o
~—

|co

' n

n
n o - ki
oy
—_.':I.’?k (y1,co-,yn)‘[1+ ; ?k(y1’.no,yn)] lJl

2

j
-

oMo
Ql‘__’

n

o>
—
P
e_sg Iu’d
~—
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fu Pyds> 0y jwﬂ,u"n,(ﬁ,“”ﬁﬁeg s Where the
flunctions ‘Wk(y1,...,yn) are of class C, and there exists
traneformaiion inverse to trensformation (11) with respect

K
Xy
xo

to 3z, = , ksl,se.,n and x,>0. As asual, J 1is the

)
Jacoblan of the transformation

oty
Ly

Zk = qu = vk(Y.],...,Yn), k=1,...,0 and J£0
(o]

for (y1,...,yn)e§2, and Vk(71""'7n) are the functions
of the transformation inverse to (11).

Proo f. If the variables XJ, J=)y14eesyn are inde-
pendent and subject to the generalized gamma distribution (10),

d.
then the variables V., =X ! are also independent and have a
gamma distribution with the density

< 1 1Y +8y >09
gj(v) =-———¥L——-vd .exp(——) J dj v ’

e

] J:O,1,ooo,no
Therefore the variables Vj satisfy the hypotheses of Theorem

P
1, where we put o =1 and replace pj by the parameter dj .
J

Theorem 2 generalizes several theorems of paper [3].

3. A characterizstion of the beta distribution of second
kind

Theorem 3. A necessary and sufficient condition in
order that variables Z1,...,Zn have the generalized Dbeta
distribution of second kind with density

-1
zpk [_‘(Pk"'Po) k=1yee4yn,j=0,0..n

hd 3\

Pk"'po F(PK)F(PU/ pj > O, z > o

(13) g, (z) =—
(1+z)
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is that the n-dimensionsl random variable (Y1,...,Yn), where

(14) Y =V (Zy5000,2,), k=1,...,0
have a generalized Dirichlet distribution with the density
(15) k(y'.lgooo,yn) =

n

-Ep.

P~ i

= j) ]'_[,? k ok(y1,...,yn)-[1+Z?k(y1,...,yn):| °J[J|
Wr(pa L

pk>0’ k:o,1,...,n9 (y‘]""’yn)ch

Moreovez, the transformation (14) is one-to-one with res-
pect to 2y, k=ly...,n, the functions Zkz‘qk(Y1,...,Yn) of
class C, are inverse to the functions of (14), and J is
the Jjacobisn of the transformation

Zk= Vk(-Y‘]’.."Yn)’ k=1,...,n Whel‘e J /.-O fOI‘ (y1,...,yn)eg,

Proo f. It suffices to observe that if in Theorem 1 we
put o =1, then the variables Xj-have the gamma distribution

P.-1
fj(x) =—1—p.5 x J exp(— %) ,» 83DyeX > 0y J=0ye..,ne
F(pj)a

X
Hence the variables 2y =7€5, k=1,...,0 have the genera-

)
lized beta distribution of second kind with density (13).This
ends the proof of Theorem 3,

- 21 =



10

H,Jakuszenkow

[1]
(2]

(3]

(4]
(5]

BIBLIOGRAPHY

I.Kkotlarski: On characterizing the chi-square distribution
by the Student law, J.Amer,Statist,Assc. 61(1966) 976-981,
JoAitchison: Inverse distributions and independent gamma
distributed products of random variables, Biometrika 50(1963) 505-
-508.

K. Kr61ikowska: On the characterizatjon of some families
of distributions, Comment. Math. Prace Mat, (Warsaw) 17(1973) 243-
~260.

J, Ryz2ik,I.Gradsztejn: Tablicy integralow,summ,ria-
dow, proizwodienij. Moskwa 1962,

H. Jakuszenkow: On some property of the generalized gamma
~distribution, Comment.Math., Prace Mat. (Warsaw) 17(1973) 237-242.

INSTITUTE OF MATHEMATICS, TECHNICAL UNIVERSITY OF LODZ

Received October 25th, 1972.

- 22 =



