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ON PROPERTIES OF THE GENERALIZED GAMMA DISTRIBUTION 

1. I n t r o d u c t i o n 
Let v a r i a b l e s X 0 , X . , , . , . , X n be sub jeo t t o d i s t r i b u t i o n s 

determined by d e n s i t i e s f - j ( x ) j = 0 , 1 , n . I f v a r i a b l e s 
Y^, k = 1 , . . . , n are known func t i ons of the v a r i a b l e s X^, j = 
= 0 , 1 , . . . , n , than the j o i n t d i s t r i b u t i o n of the n-dimenslonal 
random v a r i a b l e ( Y 1 , . . . , Y n ) I s s t r i o t l y determined by t h e 
func t ions One can ask whether a muldimensional d i s -
t r i b u t i o n of t he v a r i a b l e ( Y 1 f . . . , Y n ) determines the d i s -
t r i b u t i o n s of the v a r i a b l e s X^, j « 0 , 1 , . . . , n . Of course , in 
the genera l case the answer t o t h i s qjuestion i s nega t i ve , so 
t h e r e a r i s e s a quest ion f o r what t r ans fo rma t ions Y^ = 
- Y k ( X 0 , X 1 Xn) a d i s t r i b u t i o n of t h e variable ( Y 1 t . . . , Y n ) 
determines the d i s t r i b u t i o n s of the v a r i a b l e s Xj and whether 
i t determines them un ique ly . 

The problem formulated above has been dea l t with by I» ' 
Ko t l a r sk l [ l ] , J . Ai tch i son [ 2 ] , K. Krolikowska [ 3 ] . These 
au thors gave theorems conoerning the cases where the v a r i a b l e s 
Xj a r e subjeot t o t h e gamma d i s t r i b u t i o n or t o the g e n e r a l i -
zed gamma d i s t r i b u t i o n , and the v a r i a b l e s Y^ a re some con-
c r e t e f unc t i ons of the random v a r i a b l e s X^. 

In the present paper we s h a l l give some theorems that ge-
n e r a l i z e a l l theorems in the papers mentioned above. 

2. A c h a r a c t e r i z a t i o n of the genera l ized gamma dis t r ibut ion 
T h e o r e m 1 . A necessary and s u f f i c i e n t condition In 

order t ha t independent random v a r i a b l e s X 0 , X ^ , . . . , X , n > 2 
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2 H.Jakuszenkow 

have the generalized gamma d i s t r i b u t i o n 

0 

(1) f ^ x ) » 

x40 
I oil p1~1 / xot \ 1 -— x 0 expf- '=g-J where a,oipj: x > 0 , 

r® 3=0, 

i s tha t the n-dimensional random var iab le (Y., , . . . ,Y ) d e f i -
ned as follows 

(2) y [ - 1 . Ü Ir kl X » • • • » T lc=1,.. . ,n 
O 0 , 

have a generalized Dir lch le t d i s t r i bu t ion with the density 

(3) k(y1 yn) 

F T ( y . , , . . . , y n ) i+Ii-7^(y-, ^ 

for pjooO', 3 = 0 , 1 , . . . , n ( y 1 , . . . , y n ) e 0 . Here Q i s the image 
of {x fc |x t e> 0, k = 0 , 1 , . . . , n j under the t ransformation (2). This 
t ransformation i s assumed to be one-to-one with respect to 

x k the var iab les k = 1 , . . . , n for x k > 0. The functions 

\ = i?j£(Y1 , . . . ,Yq) k = 1 , . . . , n are- inverse to the functions 
(2) and are of c lass C.,, J i s the jaoobian of the t r a n s f o r -
mation 

(4) 

and 

»•k 
k = 1 , 2 , . . . , n 

J é o for (y1,...-. , y B ) e Q. 

P r o o f . N e c e s s i t y . In the random var iables 
Z Q , X 1 , . . . , X n are independent and have d i s t r i bu t i on (1), then 
the jo in t (n+1)- dimensional random var iable (X 0 ,X 1 , , . . ,X n ) 
has a d i s t r i b u t i o n with the density 
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Generalized gamma distribution 

n 
f ( x 0 , x 1 t . . . , x n ) = H f ^ X j ) = 

3 

k l A Y 1 
— a . n , 3 .exp 

n r M 0 
{-iU 

for PjO(t a tx. j>0, j = 0 , 1 , . . . , n . 

Next l e t as introduce new random var iables defined as 
follows 

(6) Zk . ks1,2, 

The density of the n-dimensional random var iable ( Z 1 t . . . , Z n ) 
has the form 

©o 

h<21 z n } = / f ^ o ' ^ o z l x o z n ) x S d x o ' 

that i s 

|w|n+1 - ¿ I f t n p -1 Ea-1 r x*, n n 

0 
0 \<* / 

Substituting i " r : t under the in tegra l , we obtain 

i7) h ^ , i u r f e ? p3) a „ p k - 1 M a « (7) h ( 8 r . . . , a n ) = — .(1+ Z a ) 
n r y - ) 1 

where p..c<,zk> 0 for j = 0 , 1 , . . . , n . k=1,. . . , n . 

Applying (6) to (2) , we get 

(8) Yk = V k ( Z 1 t . . . , Z n ) k=1 ,2 , . . . , n . 
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From the hypotheses of the theorem i t follows tha t there 
ex i s t s a t ransformation Inverse to (8), namely (4) . Moreover, 
by assumption the Jaoobian J of t h i s transformation is d i f f e -
rent from 0, Hence the density of the n-dimensional rsndom va-
r i a b l e ( Y 1 f . . . , Y n ) can be expressed by the formula 

k ( y 1 » . . . » y n ) = h [ i ? 1 ( y 1 , . . . , y n ) , . . . , 7 n ( y 1 » . . . . y n ) ] ' | J | 

where J i s the Jacobian of transformation (4).This shows tha t 
the condit ion i s necessary. 

P r o o f o f s u f f i c i e n c y . By assumption, 
the n-dimensional random variais! e (Y.j, • • • i s subject t o 
the generalized Dir ichle t d i s t r i b u t i o n (3) , where the variables 
Yfc, k = 1 , 1 , . ,n. are funct ions (2) of independent and pos i t ive 
random var iab les X^, j = 0 , 1 , . . . , n . Then the random var iable 
( Z 1 f . . . , Z Q ) has the d i s t r i b u t i o n with density (7), s ince the 
t ransformations (4) and (8) are one-to-one in view of the hy-
potheses of the theorem. 

Next we make use of a theorem on c h a r a c t e r i s t i c funotions 
of random var iab les l n X . , , . . . , lnXQ and th,e random 

^k var iab le ( I n Z . , , . . . , lnZ n) , where k = 1 , . . . , n . This 

theorem says (see [1] and [3 ] ) tha t i f random var iab les XQ, 
X^ , . . . ,X Q are independent and pos i t i ve , and the characteris-
t i c functions of the var iables lnX Q , l nX 1 , . . . , l nX n do not 
vanish at any poin t , then the c h a r a c t e r i s t i c funct ion of the 
n-dimensional random var iable ( l n Z 1 , . . . , l n Z n ) determines the 
c h a r a c t e r i s t i c functions of the var iables lnX 0 , l nX 1 , . . . , l nX Q 

up to a f ac to r exp( i tb) which i s the same for a l l the cha-
r a c t e r i s t i c functions in question. 

Accordingly,- l e t <p ( t . | , . . . , t ) be the c h a r a c t e r i s t i c 
function of the var iable ( l n Z 1 , . . . , lnZ n ) , and l e t <jpj(t)t 

j=0 ,1 , . ! . . , n denote the c h a r a c t e r i s t i c funotloins of the va r i a -
b les IBX-J» r e spec t ive ly . As i s easy to show, thèse funotions 
s a t i s f y the condition 
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Generalized gamma distribution 5 

(9) <^(t1,...,tn) = ^(t.,) ... cpn{tn) cpQ(- £ t j . 

The random variable (Z1t..,,Z ) Is subject to the distribution 
with density (7), so that the characteristic function of the 
variable (In Z.,,..., In Z Q ) has the form 

<P( t1 t n) = 

± < y ^ . n , , nr(i) i t * v 1 ; 
In order to compute the above n-fold integral we make 

use of formula 4.638 in [4] 

""Ti JV\ n ' nrU) r^zp 
hence 

„ 

" r(*) r(̂sr) ' 
Taking into account formula (9) and the theorem cited 

above we see that the characteristic function of the variable 
In Xj, 3=0,1t...,n has the form 

r f t r 1 ) At.lnaX 

H « * / 
/it.lnaN 

where exp [—sL j is the arbitrary factor equal for eaoh 
characteristic function of the variable In X.,, and the pa-
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6 H.Jakuszenkow 

rameters p^ and oc are determined "by the n-dimensional dis-
tribution (3). 

It is easy to show that the density of the random variable 
Xj is of the form (1), q.e.d. 

The following transformations are special cases of this 
theorem 

1°. for n=2 and <x=1 

Y = 
Xk _ Xo J P k 
W o 

k=1,2, 

which was dealt with by I.Kotlarski [1] 

Y,. = 
Xk-Yo 

V V o 
- ^ ^ * \j 2 k=1,2,...,n n>2,o(>0. 

This case was dealt with by the Author in [ 5 ] . In this case 
the density of the variable (Y.,t...,Yn) is of the form 

(3a) My-, y n) = 

t 0 I .fpFZ+ ̂Plr + 1 
2Pl 

1 V 
2oc" 

1 v v ^ 2Pl 

1 f . 

The density (3a) determines densities of the variables 
j=0,1,....,n up to a constant parameter a which is arbitrary 
and equal for all variables X ̂. 
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3° n>2 , oi = 1. For example, the transformations 

Xk __ „ ? X i 
= n~ W = 

S X, S X 
0 J 0 

and others were considered by J. Aitchison in [2], 

^ k = —X— k=1, . . . ,n . 

The density of the variable ( Y^ , . . . , Y Q ) was found "by K. 
Krol i kowska [3 ] . 

T h e o r e m 2. A necessary and su f f i c i ent condition 
for independent random variables X Q ,X 1 , . . . ,XQ, n>2 to have 
the generalized gamma distribution 

l^i I Pi"1 ( 
( 1 0 ) f j ( x ) = l P v f i ' x 3 e x P ( " f ) ' oc 3Pj ,a tx>0, 

r hr -\ ^ ex.. ) (3=0.1.. . . . n ) 

is that the n-dimensional random variable 

f x ' x n \ 
W Y k = ^ k ^ ^ J k=1, . . . , n 

have a generalized Dir ichlet distribution with the density 

(12) k ( y i y Q ) = 

iillnJ" 
nr 

(y ,yn ) - 1 + Z 7k (y-i . . . . .yn ) 
1 

n p. 
•zij 0 J 

IJI 
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for p > 0, j=0 ,1 , . . . ,n , (y1 7 n ) G Q . where the 
functions ^ ( y - ) • • • • »y n ) are of class C1 and there exists 
transformation Inverse to transformation (11) with respect 

oil, 
V to Zk - ^ , k=1,,. . ,n and x k > 0. As asual, J is the V 

jacobian of the transformation 

V 
\ " l c = 1 , n and Ĵ O 

Xo 

for ( y 1 , . . . , J n ) € Q , and * * * a r e t h e f a c t i ons 
of the transformation Inverse to (11). 

P r o o f . I f the variables Xj , ;J-0,1,.,.,n are inde-
pendent and subject to the generalized-gamma distribution (10), 

« j 
then the variables V j 2 ^ are also independent and have a 
gamma distribution with the density 

PJ , 
1 <*i 1 / v\ p i <* i '8 » v > 

H ^ W j=0 ,1 , . . . ,n. 

Therefore the variables V. satisfy the hypotheses of Theorem 
P1 1, where we put oi*1 and replace pH by the parameter —^ . 

n J Theorem 2 generalizes several theorems of paper |_3J . 

3. A characterization of the beta distribution of second 
kind 

T h e o r e m 3. A necessary and suff icient condition in 
order that variables Z 1 t . . . , Z n have the generalized beta 
distribution of second kind with density 

Z V 1 r ( p k + p 0 ) k=1,.. . ,n,3=a...n 
g k ( B ) = "p^+p^"' r ( p k ) r ( p 0 ) 

(1+z) - u p. > 0, z > 0 
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is that the n-dimensional random variable ) , where 

(14) Yjj. = 1 f k ( Z 1 , . . i , Z k : ) , k=1, . . . ,n 

have a generalized Dirichlet distribution with the density 

(15) k ( y 1 t . . . , y n ) = 

- A ^ i Z f ^ * , l c ( y i yD )* 
n r ( P . ) 
o J 

11 
1 +S i^ k ( y 1 , . . . , y £ 

n 
-EP: 0 J. 

P k >0 , k=0,1, . . . ,n, ( j ^ . M ^ J e f i . 

Moreover, the transformation (14) is one-to-one with res-
pect to Zk, k = 1 n , the functions Zfc= t?(c(Y1 , . . . ,YQ) of 
class C.J are inverse to the functions of (14)» and J is 
the jaoobian of the transformation 

Zk= y k ( Y 1 , . . . ,Y n ) , k=1,. . . ,n where J ¿0 for (y, , . . . .7 n ) e Q. 

P r o o f . I t suf f ices to observe that i f in Theorem 1 we 
put <*=1, then the variables X^ have the gamma distribution 

f j ( x ) = i—— xP; ) 1 e x p ( - f ) f a .p j .x > 0, J=0,...,n. 
r (P j )a 'i 

\ 
Hence the variables Zk = ~j— • k=1,. . . ,n have the genera-

lized beta distribution of second kind with density (13).This 

ends the proof of Theorem 3. 
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