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ESTIMATION OF THE PARAMETERS. OF THE MIXTURE
OF AN ARBITRARY NUMBER OF EXPONENTIAL DISTRIBUTIONS

Introduction. K.Pearson in [1] first indica-
ted the importance of estimating the parameters of a mixture
of distributions. He gave a method of estimating five parame-
ters of the mixture of two normal distributions p N(m1,61) +
+ (1 - p) N(my, 62). Other papers on this topic have been
subsequently published by K.Pearson [2], Muench [3], [4],Gum-
bel [5], Mendenhall and Hader [6], Rider [7,8], Blischke [9],
Krysicki [10, 11], Kacki [12], Wasilewski [13,14],Cohen [15],
Kacki and Krysicki [16], Behbodian [17], Falls [18]. The men-
tioned papers deal with mixtures of distributions of conti-
nuous as well as discrete type, but always of two components,
depending on one or two parameters. The first paper concernig
the estimation of the mixture of more +than +two Bernoulli
distributions was written by Blischke [19]. He applied there
factorial moments.Subsequently Hasselblad gave a method of the
estimation of parameters of the mixture of k>3 normal di-
stributions N(mi, 6i) derived from +the maximum likelihood
method. The most recent papers in this field are papers
of Kabir [21] and Gridgeman [22]. The latter deals with the
estimation of parameters of the mixture of normal distributions
N(0, 6;). In the interesting paper [21] the author gives a
method of the estimation of parameters of the mixture of k> 3
.distributions belonging to the class of so-called one-parameter
exponential distributions introduced by Koopman and Pitman in
1926. To use this method it is necessary to restrict the range
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of the random variable to a finite interval. Kabir used this
method to the estimation of parameters of the mixtures of two
exponential distributions and it allows to estimate jointly
three parameters. In the present work we shall give a method
of estimating parameters of the mixture of an arbitrary finite
number of exponential distributions without the necessity of
restricting the range to a finite interval.

1. FORMULATION OF THE PROBLEM

Consider the mixture of k (k = 2,3,...) exponential di-
stributions whose density is expressed by the formula

k e
Zpi m11 exp (- ml> if x € (0, +oo)
1

£(x) =1 (1.1
0 otherwise.
We may assume the following conditions
K
1
0<my <my voe <my (1.3)

without the loss of generality.

On the basis of a sample taken from the general population,
in which the examined trait X is subject to the distribution
(1.1), assuming that the results of the sample are

Xgy Xpy eeey X (1.4)
we are to estimate the parameters
m,l, me, LIC ) mk

Dqs Pev--'Pk_']’
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that is, the 2k - 1 parameters satisfying conditions (1.2)
and (1.3%).

2, THE PROBLEM OF UNIQUENESS

-‘Already in 1948 Robbins 23 paid attention to the problem
of identifiability of mixtures. This problem consists in
showing that two different sets of values of +the parameters
of a mixture cannot determine the same distribution of the
mixture, Namely, it is known that in general +the class of
continuous distributions, e.g. normal or two-parameters gamma,
as well as the class of discrete'distributions, e.g. of Ber-
noulli type, are not identifiable [24, 25].0n the other hand,
Teicher showed [26] that the class of all mixtures of a
finite number of two-parameters gamma distributions is iden-~
tifiable. Since the class of exponential distributions is
contained in that class, it follows that the class of mixtures
of a finite number of exponential distributions is identi-
fiable. This means that the estimation of parameters of the
mixture (1.1) on the basis of the sample (1.4) is uniquely
feasible and hence thee posed problem has a unique solution.

3, THE SOLUTION OF THE PROBLEM

The ordinary moments of order r, r = 1,2,..., o0f an ex-
ponentially distributed random variable X with the parameter
m = E(X) are expressed by the formula:

r
a, = r!m, r = 1,2,.f.

Consequently, the ordinary moments of the mixture (1.1) are
as follows

a, = ! :E: s mg . (3.1)
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Let us form 2k equations

Pqlgq + DPolly + eee + Dyl = &1
pqu + p2m§ + ses + pkmi = &2/2!
ctecesscccnananens et eeeraceennn (3.2)

p1m$k+-p2m§k +...-+pkmik:=&2k/(2k!).

To simplify the notation put

r=1,2,..., 2k. (3.3)

|

= M,

Let my, i =1,2,... k satisfy conditions (1.3).Assume that
they are also the roots of the following equation with real
coefficients

k-
n + aqm T ay_qm + a, = O. (3.4)

Multiply the first equation in (3.2) by a,, the second by

a)_ 11 and so on, the k-th equation by a4, and sum them

side by side. Using the notation introduced in (3.3) we can
write the result as follows

2 Ky,
Mjay + Mpay 4 +..0 + Mpa, =pi(amg +a_qmf + ooo + aqmp) +..0

cee + py(apmy + ak_1m§ + oaee + aqmi).

Simplifying the right-hand side and using the fact that the
m; are the roots of equation (3.4), we obtain

M,]ak + M2ak_1 + eee + Mka1 + Mk+1 = 0.

Similarly we obtain the next k-1 equations. Hence we have
a system of k equations
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|
o

Mja + Myay 4 + oo + Mpay + M, =

i
(@)

Moy + Mzay g + eee +lpay + My 5 =
e e seceseccsesesevaserssesesseceean .e (3.5)
Mkak'*Mk+1ak—1*""'*M2k—1a1'+M2k = 0.

Let M denote matrix of this system. M can be written
as follows

-m m m 17 0 O— -1 nk~1
/' 2 s 00 k p1 LI ) mq LN 3 1
2 2 2 k-1
my My ... My 0 . Pp oees 0 1 Oy eee My
| . (3.8)
k k k k1
[Ty My ... My | _O 0 .. Py | _1 My eee M |

Since the determinants corresponding to the first and the
third matrix are Vandermonde’s determinants and consequantly
in view of (1.3) are different from zero, we infer +that the
matrix M is non-singular (to obtain this conclusion we have
applied also conditions (1.2)). This implies that the system
(3.5) has exactly one solution expressed byCIamer’s formulas.
Hence the coefficients 81985900098 of equation (3.4) can
be expressed ratiomally by means of the ordinary moments &r
of the mixture, and consequently they can be expressed ratio-
nally by the ordinary moments o, As estimators &r for the
ordinary moments o, (r=1,2,...,2k) of the mixture (1.1)
we take the ordinary moments of +the sample (1.4), and as
estimators fof Mr defined by formulas (%3.3) we take

M, = I'/]Tn Z xi, T = 142,000 ,2k, (3.7
i=1 - S ’

It is known that the ordinary moments of a sample of an
arbitrary order (provided they exist) are un-biased and con~
sistent estimators of the ordinary moments of  the general
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population. Substituting the estimators ﬂi defined by (3.7)
for Mi (i=1,2,...2k) in formula (3.5) and solving the
obtained system we obtain  k estimators for the coefficients
of equation (3.4): »

8y 8ny seey By (3.8)

Since the estimators (3.8) can be expressed rationally
by the moments of a sample, Stucki’s theorem applies and we
can infer that they are stochastically convergent to the "true
values" of the coefficients ai(i=1,...,k) of equation (3.4).
In other words, the estimators (3.8) are consistent estimators
of the coefficients ay. _

It may happen +that +the determinant obtained from +the
determinant of equation (3.5) after replacing Mi by the esti-
mators ﬁi from the sample (1.4) becomes equal to O,but this
is practically impossible for a large sample in view of the
fact the sample (1.4) has been taken from the mixture (1.1).

As a next step we substitute thé values (3.8) for a; 1in
equation (3.8) and obtain the following equation with number
coefficients:

k

A ke
m + a,lm

+ .o + 8 _qm+a = 0. (3.9)

Solving this equation we obtain +the roots (with the re-
quired exactness), which are estimators of <+the parameters

(1.3):
611, Moy eesy Oy o (3.10)
We cannot claim that the roots of equation (3.9) are always

positive and all different, but in view of the assumption we
have made above the event opposite. to

o<ﬁ,|<£12 <fnk (3.11)

becomes practically impossible when n---o,
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The estimators (3.7) and (3.10) can now be substituted
into the first k-1 equations of system (3.2). In view of
(1.2) the resulting system can be written as follows:

(m‘,l - mk)p1 + (@, - mk)p2 +oeee + (D 4 - mk)pk_1 =My - my

m - ﬁi)p1 + (ﬁg - ﬁi)pe oees + (ﬁi_1 - ﬁi)Pk—1’=M2"ﬁi
9 005 00000 0000000000000 0000000000000 0cesR0CRSIGIEEES (5.12)

A - - A k- — Ak-
m% 1. ﬁ 1)p,|+(m12{ 1)p2+...+(mk q-mk 1)pk 1= Mk 1~ 1,

Byl(3,11) the determinant of this system 1is a Vandermonde’s
determinant and consequently it is different from zero.
Solving (3.12) we obtain the estimators

ﬁ/]’ f)a, ee ey ﬁk-1’ (3.13)

and from formula (1.2) we can calculate ﬁk' Again, it wmay
happen that some ﬁl are negative, equal to 0, or greater
than 1, but since the sample (1.4) has been taken from the
‘mixture (1. 1), the event opposite to [(o‘<p <<1)n (E:p <11)]
is for a large sample practically impossible. !

It is worth noticing that in this method we obtain esti-
mators first for the whole group of parameters my (i=1,2,... K,
and then for the group of parameters Pqs Ppy ooy Py_gq-
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