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SOME PROBLEMS CONCERNING THE PROSPECTIVE 
AND THE RETROSPECTIVE EQUATIONS 

FOR NON-MARKOVIAN PROCESSES 

Let Y.J. = (te < Ο,Τ >, ωεθ) be a stochastic process 
defined in a probability space (q,S,P). We shall assume that 
Y^ is a stochastic process with real values from some inter-
val I, by A we shall denote a Borei subset of I, Let 0 < t Q < 
< t1 4 ... 4 t n - 1 < t Q 4 Τ , y ± e J for i = 1,2,...,n. 

Let P v denote a 6-algebra generated by the family of ( f v i 
ω : Y T (ω) < y-, » ϊ̂ . (ω) < y2,...,YT (<v) ¿ y n|o 

We shall use the following denotations for the conditio-
nal probabilities with respect to 6-algebra F v _ 1» n 

P(YT £ A | P Y J 1 ) =» P(YT E A(YT = Y1 ) = P C T ^ Y ^ T . A ) (L) 

p ( Y t 2 < i y 2 l p Y , i ) = p ( Y t 2 < y 2 l Y t 1 a y i ) = p ( i : i ' y i ' t 2 ' y 2 ) ( 2 ) 

y 3 l F Y , 2 ) s p ( Y t 3 < ^ l Y t 1 - y v Y t 2 3 ^ 

1 H(t1,y1,b2>y2,t3.,y3) Í3) 

= G(t1,y1,t2ty2,t3,y3) (4) 
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2 A . P l u c i ñ s k a 

a n d t h e f o l l o w i n g d e n o t a t i o n s f o r the. t r a n s i t i o n p r o b a b i l i t y 

d e n s i t i e s 

* ( t 1 . y 1 » t 2 » y 2 ) » f ( t 1 , y 1 , t 2 , y 2 ) 

Ck 

H í t 1 , y 1 , t 2 t y 2 , t 3 , y 3 ) - h ( t 1 , y 1 , t 2 , y 2 , t 3 , y 3 ) 

3 2 

a y 2 ô y 3 ^ V ^ ' V ^ ' V 3 ^ = g ( t 1 » y 1 » V ^ ' V 3 ^ 

I f Y.J. i s a M a r k o v p r o c e s s and some r e g u l a r i t y c o n d i t i o n s 

a r e s a t i s f i e d t h e n i t i s w e l l known t h a t t h e f o l l o w i n g K o i m o -

g o r o v e q u a t i p n s h o l d 

a | - Î , ( ' t 1 . y 1 t ' f c 2 » y 2 ) + a ^ t ^ y ^ g | r P ( t 1 f y 1 f t 2 , y 2 ) + 

( 5 ) 
t λ 2 

+ ¿ a g C t ^ . y ^ j p - P ( t 1 , y 1 , t 2 , y 2 ) = 0 , 

Λ Λ 

V g ^ - f ( t 1 , y 1 , t 2 , y 2 ) + a 1 ( t 1 , y 1 ) f ( t 1 , y 1 , t 2 , y 2 ) + 

( 5 ' ) 
1 a 2 

+ J a ^ t - j . y . , ) f ( t 1 t y 1 t t 2 f y 2 ) = 0 , 

g ^ f , y i , t 2 , y 2 ) + ( t 2 , y 2 ) f ( t 1 , y i , t 2 > y 2 ) ] + 

( 6 ) 
2 

~ 2 9 ^ 2 [ a 2 ( t 2 ' y 2 ) f ( t 1 ' y 1 ' t 2 » y 2 ) ] " 0 » 
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Some problems concerning non-markovlan processes 3 

where a^ are infinitesimal momenta given by formulas 

a i ( t , y ) = ^lim J (y^-y)1 d y FÍt.y.t+At.y,, ) , (7) 

| y r y | < t f 

i = 1,2; d > 0. 

It is also assumed that 

lim . 
ΔΪ J dy P(t,y,t+4tty,| ) a 0 . (8) 

|yryl><*" 

I n paper [l] a generalization of equation (6) to the case 

of non-markovian processes was given.Namely it was proved the 

following. 

T h e o r e m 1. If for any S > O 

^3-y2|<cf 

(9) 

= a j ( t l , y 1 , t 2 , y 2 ) , i - 1,2 , 

lim 
at—o 

At^a ** I h ( t 1 ' y 1 ' t 2 ' y 2 ' t 2 + / r t ' y 3 ) d y 3 = 0 ( 1 0 ) 

the convergence in (9), (10) is unform with respect to y2·. 

functions 

h ( t 1 , y 1 , t 2 , y 2 , t 3 , y 3 ) , 

g|- f ( t 1 , y 1 , t 2 , y 2 ) , ^ r [ a j ( t 1 , y 1 , t 2 , y 2 ) f ( t 1 , y 1 , t 2 , y 2 ) ] , (11) 

i - 1,2 
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4 A.Plueinska 

are continuous, then the following partial dif ferential equa-

tion holds 

•gf- f ("fc-i »yi »'fc2,y2^+5y7[a1l^i:1 , y 1 • t2»y2^ f *y1 '-fc2'y2 )] + (12) 

2 

" Í [a2^ ti»yi»' t ;2»y2 ) f ( t1'y1»' f c2»y2 )] = 0 · ày2 

In [2] was proved the following 

Τ h e .0 r e m 2. If conditions (7), (θ) are satisfied 

uniformly in y2 > there exist continuous derivatives 

^ H ( t 1 , y 1 , t 2 t y 2 , t 3 f y 3 ) , (13) 

ai 

9 y 
ΐ H ( t 1 , y l , t 2 , y 2 , t 3 , y 3 ) , i = 1,2 

then the following partial dif ferential equation holds 

9t¡ H ( t 1 , y 1 t t 2 f y 1 f t 3 i y 3 ) 
t 2 - t 1 

a i ^ t i » y i ) 9y~ H("b1yi»'t1»y2»t3»y3) + (14) 

y2=y1 

1 3 
+ \ a 2 ( t 1 , y 1 ) H ( t 1 , y 1 , t 1 , y 2 , t 3 , y 3 ) = 0 , 

y 2 = y 1 



Some problems concerning non-markovian processes 5 

where 

9y: 
j H(t1,y1,t1,y2>t3,y3) 

y 2 = y 1 

lim 
0 9y 

rH(t 1 - 4t,y1,t1,y2,t3,y3) 

(15) 

i = 1,2. 
y 2 s y 1 

The explanation (15) is -connected with the fact that 
the function H(t^,t 2,y 2,t 3,y 3) is undefined on the set Ss 
t1=t2» yi¿y2· 

If there exists the density h then it follows from (14) 
that the following equation holds 

M ; h(t1'y1*t2'y1»t3'y3) 

H-a^t^y.,) g|- h(t1,y1,t1,y2,t3,y3) (14' ) 
y 2 = y 1 

1 a + 2a2(t1,y1) - 2 h(t1,y1,t1,y2,t3,y3) = O . 

y2=y·) 

In this paper the following questions will be considered: 
I. A generalization of theorem 1. 
II.Some conditions that a process will tie a Markov process 

in the wide sense. 
III. The unique solution of some differential partial e-

quations, 
IV. A correction concerning paper [9]. 
Equations (5), (5'), (6)* for Markov processes are proved 

under different conditions. They are given for example in [3] 
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6 A.Plueinska 

-[6]. In [3] the proof is based on Lebesgue integral, in [4] 
- [6] on Rieman integral. 

In this paper all the integral are Lebesgue integrala. In 
the theorem based on Lebesgue Integral the assumption of uni-
formity of convergence may be omitted. 

5y I we shall denote the closure of I on the straight 
line. 

I. In this part we shall assume that the function h. exists 
and is continuous in I« Next we shall assume that Tor an ar-
bitrary tf > 0 

¿^0 it f / S(ti»yi^i:2'y2't2+Z!fc*y3)dy3d^2 = 0 (l6) 

ι > cf 

Ä / (y3"y2)d· s(tvy1,t2ty21t2+ûtty3)dy3 = 
|yry2|<(f 

= bl(t1fy1lt2fy2) ; i - 1,2 . 

It ia evident that if there exist limits (9), (10) then 
there exist limits ( 4 6 ) , (17) (on condition that h exists) 
and 

ti(t1,y1,t2,y2)=al<t1,y1,t2,y2)f(t1 ,y1,t2,y2) . 

We shall denote 

1 / i 
¿ζ j ^yV?) SÍti»yi»1:2»y2»t2+¿t»y3)dy3 = 

JyryzK^ 

- B j U ^ y ^ t ^ ^ A t h i = 1,2. 

- 24· w 



Some problems concerning non-markovian processes 7 

We ahall prove the following 
T h e o r e m 3. If for some A Q and for an arbitrary 

interval (a,b) there exist functions Cj/"^, y-| ι *2» y2^ i n ~ 
tegrable with resp&ct to y 2 for a < y 2 < b such that 

|Bi(t1,y1,t2fy2,/lt)| ¿1 C i(t 1,y 1,t 2,y 2) 

almost everywhere in (a,b) for Zt á Q, relations (16), (17) 
hold, functions 

g|- f(t1,y1,t2,y2), b i(t 1,y l,t 2,y 2) , i = 1,2 (18) 
2 0y2 

are continuous in I, then equation (12) holds. 
P r o o f . Le t a and b be arbitrary real numbers such 

that (a,b)cl. Let R(y) denote an arbitrary non-negative 
2 

function from class C and let 

R(y) = 0 for y < a and for 'y > b. 

In virtue of the relation 

f(t1,y1,t2+4t,y3) = /g(t 1,y 1 tt 2 ty 2 tt 2+4t 1,y 3)dy 2 
ι 

we have 

b 
It / [ f (t1 . (t1 = 

α 
(19) 

b 
a i f / [/s(ti»y1ft2,y2,t2+Ät,y3)dy2-f(t1,y1,t2fy3)jRiy3)dy3 . 

α ι 

In virtue of the properties of the function R(y), the 
continuity of the functions » h and relation (I9)we have 

" 2 



A.Pluciñska 

b 

/ W- f(t1»yi»i;2»y3)R(y3)dy3 = ( 2 0 ) 

α 2 

= λ^1^ Δΐ [ Jjs(t1ty1,i;,,y¿,t2+At,y3)R(y3)dy2dy3 + 
Δ 0 Γ Ι 

- J f(t1,y1,1;2,y3)R(y3)dy3 = 
ι 

= Ä z t [ / / g ( i ; i ' y i » t 2 ' y 3 » V A ' y 2 ) R ( y 2 ) d y 2 d y 3 + 

- / fC-t1 ty-,.-t2,y3)R(y3)dy3] = 

^lim JÎ f j g(t1,yl,t2,y3,t2+At,y2)R(y2)dy2dy3 + 
1 |y3-y2l>rf 

+ ¿Í» it Li / s ( V y 1 ' V y 3 ' V A t ' y 2 ) R ( y 2 ) d y 2 d y 3 + 

I |«ry2|«r 

- J f ^ l » y i ^ 2 » y 3 ) R ( y 3 ) d y 3 j - Ä J1 + ¿ta J2 

Prom the properties of the function R(y) it follows 
that there exists a constant M such that |R'(y)| M. Taking 
into account, (10) and (20) we get 

lim J. s lim 
Δ1-0 Ί At—0 

¿j- J j g(t1,y1,t2,y3lt2+At,y2)B(y2)dy2djr3| (21 ) 

I |y}-y2|>
rf 
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Some problems concerning non-markovian processes 9 

4 M lim f J g(t 1,y 1,t 2,y 3 tt 2+4t fy 2)dy 2dy 3 = 0 . 
I |<j3-y2l»rf 

Expanding function R into Taylors series in virtue of 
(20), (21) we have 

f(t 1 ty 1,t 2 ty 3)R(y 3)dy 3 - (22) 

lim it At—0 

u 
j à y 3 J g(t1,y1,t2,y3,t2+Ät,y2)[^R(y3) + 

2 
+ ( y 2 ^ 3 í y 3 ) + 2 R " ( y 3 ^ + 0 ( y 2 r y

3 ) dy? + 

- /f(t1fyl§t 
α 

= l i m It / d y 3 / s(t1,y1,t2,y3,t2+Ät,y2)[(y2-y3)R' (y3) + Δ ί~° Q |«j3-y2|«f 

+ 5(y2-y3)2R"(y3) + 

+ ^ ^ d y 3 I °(y2"y3)2S(i:i»yi»t2»y3'i:2+4l:»y2)dy2 + 

α |y3-y2|«f 
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1 0 A . P l u c I ñ s k a 

υ 

+ ¿ í e i t / / 8 ( ΐ ; 1 » 2 Γ 1 » ΐ 2 » 7 3 » ΐ 2 + Δ ΐ ; ' ^ 2 > Η ( ^ 3 ) < ί ^ 2 

= l i m «Γ , + l i m J . + l i m J c . 
At-0 Δϊ-O 4 Ät-Q 5 

I t i s e v i d e n t t h a t 

l i m J j j = 0 . 

N o w l e t u s n o t i c e t h a t 

Κ ! 3 Ά ^ i / d y 3 / ^ 3 ) 2 ' ο ( ^ 3 ) 2 " ( 2 3 ) 

x s ( - b 1 . y 1 » * 2 » y 3 » ' t 2 + 4 t » y 2 ) d y 2 l < 

b 

<62 l i m f d y 3 J ( y 2 - y 3 ) 2 g ( t . , , t 2 , y 3 , t 2 + ¿ t , y 2 ) d y 2 =» 

α h t - t ì l ^ 

' ¿ b 

a d 2 ! l i m ? 2 ( t 1 » y i ' t 2 ' ^ 3 » A l r ) d y 3 a < 5 2 / b 2 ( t 1 » y 1 » 1 ; 2 » y 3 ) d y 3 0 

c α 

w h e n ó CT 

8 9 t h e f u n c t i o n b 2 ( t ^ y ^ , 1 2 , y ^ ) i s c o n t i n u o u s a n d c o n -

s e q u e n t l y f o r a < 4 b i s b o u n d e d . 

I t f o l l o w s f r o m ( 1 7 ) , - ( 2 2 ) a n d ( 2 3 ) t h a t 

b 

/ g f ~ f ( t i r y v , t 2 , y 3 ) R ( y 3 ) d y 3 - ( 2 4 ) 

α 2 
b 

* / [ u 1 ( t 1 , y 1 , t 2 r y ^ ) R ' ( y 3 ) + \ b 2 ( t 1 , y 1 » t ^ y ^ R " ( y 3 ) ] d y 3 · 

α 
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Some problems concerning non-markovian processes 11 

Integrating the right side of ( 2 4 ) by parte we have 

β 
/ [ät: * ( v y i , t 2 f y 3 ) + afe bi(ti»yi't2»y3) + ( 2 5 ) 

α c
 * 

2 
- \ b2("ki»ri»t2»y3)}R(y3>ây3 β o . 

d y3 
Formula ( 1 0 ) follows immediately from ( 2 5 ) and ( 1 7 ) as 

the function R(y) is arbitrary. 
R e m a r k . It is evident that theorem 3 is true if we 

replace the assumption: "functions (18) are continuous" by the 
assumptions "there exist continuous functions equal almost e-
verywhere to functions (18)"» 

In the-orem 1 the convergence must to be unifonn. In 
theorem 3 the condition of uniform convergence can be omitted. 
It is also evident that the uniformity of convergence is not 
necessary in theorem 2. 

II, How we are going to give conditions that equations (5) 

(5'), (6) for Markov processes and equations (14-)» (14' ),(12) 
for non-markovian processes have the same form.Thia will permit 
us to give some conditions that a process is a Markov process 
in the wide sense. The definition of the Markov process in the 
wide sense is given for example in [4·]. 

11r is evident that if 

a J C t ^ y ^ t ^ y g ) = a^Ctg.y^, . i = 1 , 2 , ( 2 6 ) 

then equation (6) and (12) are identical. 
Next note that the function H(t^ ^2*^2*^3*^3^ i s urL" 

defined on the set 

S: t1 = t 2 t y1 / y 2 , 

- 29 -



12 -A.Pluciáska 

since by putting t^ = t 2 , y^ ¿ y 2 w® obtain a contradicting 
condition in ( 2 ) . Thus a l l considerations must concern only 
the values outside S. I t i s also evident that the l imit 

lim H(t1 - At, y 1 , t 1 , y 2 , t 3 , y 3 ) 

can bè considered only in the case |y2~y-|| ~~'" ® ought 
to be 

lim H ( t 1 - 4 t , y 2 , t 2 , y 2 , t 3 , y 3 ) = P ( t 2 , y 2 , t 3 , y 3 ) . 
d—0 

Prom the def in i t ions of functions Ρ and Η i t follows 
that 

H ( t 2 , y 2 , t 2 , y 2 , t 3 , y 3 ) = P ( t 2 , y 2 , t 3 , y 3 ) . 

Moreover we shal l assume that for j y2—y-j| ^ cT 

ldjn ^ [ H ( t 2 - A t f y 1 f t 2 , y 2 , t 3 , y 3 ) - P ( t 2 f y 2 , t 3 , y 3 ) ] = 0 . (27) 
0 

We are going to prove the following 
T h e o r e m 4 . I f condition (27) i s s a t i s f i e d then 

equations (14)» (14' ) have respect ively forms ( 5 ) , ( 5 ' ) . 
P r o o f . Note that 

At = 

a h f H ( t 1 - A t , y 1 , t 1 , y 2 , t 3 , y 3 ) d y 2 P ( t 1 - A t , y 1 , t 1 , y 2 ) = 

+ It | H ( t 1 - A t , y 1 , t 1 , y 2 , t 3 , y 3 ) + 
I 

- 30 -



Some problems concerning non-markovian processes 13 

- P ( t 1 t y 2 , t 3 f y 3 ) ] d y E ( t 1 - 4 t t y l , t 1 , y 2 ) = J ^ J g . 

Now we shall evaluate J 2 . From the properties of func-

tions Ρ and Η it follows that 

h I N v ^ v V ^ ' V 3 ^ + (29) 
)y2-y-il>cT 

- Fit., , y 2 , t 3 , y 3 ) ] d y 2 P ( t 1 - A t f y 1 ,t1 r y 2 ) 

4 It / d y 2
P ^ t 1 - / r t ' y 1 , t 1 » y 2 ^ ~~~ 0 w h e n 0 ' 

lim Jç / [ H ( t 1 - 4 t , y 1 , t 1 , y 2 , t 3 , y 3 ) + (30) 

<f-o lvJil<cr 

- Í,(t1fy2»t3»y3)]cly F C ^ - á t . y ^ t ^ y g ) = 

= Ά , L Ά J t I H C l î r A t ' 3 r 1 , , t 1 , y 2 ' t 3 ' y 3 ) + 

- P ( t 1 , y 2 ( t 3 f y 3 ) ] d y P ( t 1 - A t r y 1 , t 1 , y 2 ) = 0 

In virtue of (29), (30) we have 

lim J ? = 0 . 
t -0 
tf-o 
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Prom (28) - <3θ) it follows that 

lia |í¡[
:P(t1-At,y1,t1,y3) + (31 ) 

- f P(t1,y2,t3,y3)d PÍt^At.y^t^yg)] = 0. 
I 2 

Relation (31) has the same form as in the case of Markov 
process. Then repeating the reasoning used for Markov process 
in virtue of (31) we get the thesis of theorem 4. 

Now we are going to give some conditions that a process 
is a Markov process in the wide sense* 

We assume that' there exists a transition density t, equa-
tion C5') holds and functions f, a^ (i =» 1f2) satisfy some 
additional regularity conditions, which will he specified in 
progress of succesive considerations. 

Let us consider equation (5'). Let the coefficients a^ be 
such that this equation has a unique solution (some additio-
nal marginal conditions may be added). 

Multiplying (5') by f (t2,y2,.t3,y3) and integrating we get 

f f ( ' b i » y 1 » t 2 » y 2 ^ t 2 » y 2 » t 3 , y 3 * d y 2 + 

1 . 1 

(t^ ) J f(t1,y1 ,t2,y2)f(t2,y2ft3fy3)dy2 + 

1 f d 2 
+ ¿ a 2 ( t 1 , y 1 ) J —f(t 1,y l,t 2,y 2)f(t 2,y 2,t 3,y 3)dy 2 = 0 . 

I Öy1 

If the function f is sufficiently regular and the order 
of integration and differentiation can be interchanged then we 
get 
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J f(it1,y1,t2,y2)f(t2,y2ft3,y3)dy2 + 

+ a^lt^y,) J f(t1,jr1,t2,'y2)f(t2,y2,t3iy3)dy2 + 
I 

9y1 ι 

Let ua put in (5J) t 2 • t 3, y 2 • y y 
If the solution of (5') is unique then it must be 

f(t1,y1,t3,y3) = f f(t 1,y 1,t 2 fy 2)f(t 2^ 2,t 3 ry 3)dy 2 . (32) 
ι 

In virtue of the relation 

P Í t ^ y ^ t ^ A ) = i^y p ( tr» y1^ t2» y2 ) " / fi'fci »yq »t2»y2')dy2 
A 2 A 

equation (32) can be written in the following form 

fít-,,^,^,^) - /f{*?»y2'»t3»y3,P*t1,y1't2*dar2*· 
1 

If the order of integration is interchangeable then in 
virtue of Í33) we get 

P<t1,y1,t3tA) » f fitiry1ft3,y3)dy3 » 
A 

dy2)]ay3 » 
"A I, 
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16 A.Plucinska 

= J [ / f( t2» y2' t3' y3 ) d y3] P ( Î1» y1» t2' d y2 ) = 

I A 

= / P(t2fy2,t3,A)P(t1,y1,t2,dy2) . 
I 

Then the considered process is a Markov process in the 
wide sense. 

The analogical reasoning can be given with respect to e-
quations (5) and (6). 

III. Let us denote by Κ the class of probability density 
functions f such that: 

1° I = (0, +00) 

2° f ( V y 1 ' W - f 1 U t ) f
2 ( ^ W ¡¡T/¿) 

where ρ - natural number, At = 

3° there exists a constant d > 0 such that 

- f-J±- ( y2 \d ,./ y1 y2 \ 
2 U t 1 / p ' 4t1/p/ = U 1 / p / 3 w l / p ' At1/py 

and f^ ia analitica! in J. 
In virtue of 

/ f(-t1 ,y1 »t2.y2)dy2 = 1 , 
I 

it follows that 

f., U t ) = ¿t" 1 / p . (34) 

We shall find a solution of equations C5' ), (6) in the 
class K. 

The assumption that the function is analytic is one of the 
fundamental assumption in the theory of partial differential 
equations [7]· 
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Some problems concerning non-markovlan processes 17 

In the paper [9] a stochastic process Was considered for 
which the probability density function f was given by the 
formula 

o O 

f(t 1 f y i,t 2 ty 2) - f U t , y 1 t y 2 ) = ^ c]£(z1 )f d + k p(z 2) (35) 
k-0 

where 

zi • (ρ M ) Ï7F ' 
i - 1,2 

ck ( z1 } = k! z f e" (36) 

? ) Ρ zd+kp e"z2 (37) 
d+kp 2 - r(d+kp+1) 2 e ' 

Ρ 

The functions are general gamma densities, c k are 
Poisson coefficients, function (35) is a randomized general 
gamma density. It was shown that for p=1, d > 0 and forp=2, 
d=2n (n - natural number or θ) the infinitesimal moments a^ 
are given by formulas 

&1(t,y) = a i ( y ) = ^ y 1 " p (38) 

a2(t,y) = a2(y) = | y 2 - p . (38') 

Por p=2, d=0 the coefficients a^ have the same, form as 
for the Wiener process defined for I = (-<*>, + « ). 

In this paper we shall show that (35) is the unique so-
lution in the class Κ of equations (5'), (6) if a^ are 
given by (38), (38') for d > 0, p=1 and for ρ = 2, d=2n 
(n=0,1,2,...), 

- 35 -



18 A.Pluciñska 

First we must show that functions satisfy the 
assumptions of theorems. 3» 4* 

Let us put d = In paper [9] i t was shown that: for 
ρ =1, a > 0 

ο K=0 

and therefore i n virtue of (.17) 

B l ( t l , y 1 , t 2 , . y 2 , 4 t ) = -^[m. j íy^AtJ-yJf (t., ,y 1 = ,(39) 

( d + l ) f ( t n , y i r t 2 , y 2 ) 

B 2 ( t 1 »y 1 , t 2 ,y 2 , . l t ) = (39* ) 

= •jE-[m2(y2,4t)-2y2m r(y2,At)+y|]f(t 1,y 1,t2,y2) = * -

a [2yv, +-(d+1 ) (d+2)At]f(tn ,y 1 ,^2tV2) 

for p=2, d=2n (n=0,1 ,2 , . . . ) . 

m.(y 1 f4t) » e~u V2~Ât ^ r - + YtT eu Φ (Vu) + • τ " Τ gun x l ì Lr(n + 

η-i k + i v.., 
j / t r y u • 2 + V it ¿ ^ ( 2k+1 ) ! ! κ=·0 

for η > 1 

where 
u 2 

Φ(α) » ^ Je~x dx, u = y^ , d * 2n (n=0,1,2, . . . )5 
α 
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k =0 1 ~2~ + 

and therefore in virtue of [9] 

B - ^ t ^ y ^ t ^ y ^ t ) = ̂  [m 1(y 2 tAt)-y 2]f(t 1,y 1,t 2,y 2) = (40) 

1 
y 1 φ 

yi 
+ o U t ) 

+ ^ $ ( ( ¿ 7 f 7 ^ ) } f ( t l ' y i , t 2 ' y 2 ) = 

= f(t 1,y 1,t 2,y 2) 
η yi 

(2At)1/2 

0 0 

/ e"x2dx 

(2At) 1/2 

+ o U t ) = h φ ((¡¿jïts) + < V A t ) 

B 2(t 1,y 1,t 2,y 2,át) = (40') 

= lt[ m2 (y2» 4 t )"" 2 y2 m1 ( y2» A t ) + yl] f ( t1» y1» t2' y2 ) = 

= f(t1,y1,t2,,y2) = f(t 1 ty 1 ft 2,y 2) + o U t ) . 

Taking into account (39), (39'), (40), (40*) and remark 1 

it is easy to verify that all the assumptions of the theorem 

3 are satisfied. 

Finding the partial derivatives one can verify that (35) 

satisfies equations (5) and (6). 
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Now we are going to show that (35) is the unique solution 
in the class Κ of equations (5) and (6). 

In virtue of (34) and assumption 3° we can write 

f ( t 1 t y 1 f t 2 , y 2 ) = (pAt)"1/P f 2 ( Z l , z 2 ) . 

According to assumption 3° we substitute 

f( i ¡1ty1 .t2 ty2 ) = (pAt)"1/p z\ f 3 (z 1 tz 2 ) = (41) 

(p^t)-1/P z\ e'1 t^zvz2) . 

Taking into account (38), (38') and (41) we have 

at. f ( t 1 , y 1 , t 2 , y 2 ) = f ( t 1 , y 1 , t 2 , y 2 ) (42) 

= - ( ρ M ) 
jHp. Ρ 3f2 df2 

f 2 + z 1 + z 2 

•(pAt) p 
df, àtj 

(d+l)f4+Zl _ pzP f4 + Z 2 _ d "z2 ζ« e f 

2 
a-^y.,) f ( t 1 , y 1 , t 2 , y 2 ) + ¿a2(y.,) ^ f ( t 1 ,y1 , t 2 J y 2 ) = (43) 

3yi 

= ¿(P At) p 
Ί ~ Ο v, ö^fo (2+d-p)B1-P ^ + b2-P ^ 

¿(p At) 
. Ile ρ Η v± 4 

(2+d-p)z1~P dz„ 
,d 
: 2 
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j|-[a1(y2)f(l;1,y1,t2,y2)]-J [a2(y2)f(t., ,y1 ,t2,y2)] = (44) 

. -Iii 
J ( p A t ) p 

9f. 1 _ 3f. _ a2f. 
p(d +l)f 4 +2pz 2 ^ - ( 2 + d - p ^ _ Z¿-P 

¿ ÖZri 

p V 2 f 4 
d "z2 z 2 e 

It follows from (42) - (44) that equations (5') and (6) 

can now be written in the following form 

df, 
( d + l ) f 4 + z 1 d - Ρ Φ / 

3f, 

2 X4 + z2 2 J 
(45) 

a2f. 
-( 2 + d-p) z1-P - 4 = 0 . 

(d+1-pzP)f4+z1 dZl
 + z2 dz2 

(46) 

-p(d+1+pz^)f[ 2pz 2-(2+d-p)z 2"
p 

3f 

az2 - ~2 
dz 2 I 

The function f^ is analytical, hence the function f^ is 

also analytical. Therefore we can write 
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22 A.Plueiáska 

oo 
f 4 ( z 1 , z 2 ' a í ° k ( z i ) z 2 ' (47) k=0 

Now we shal l f ind conditions, which the functions σ^(ζ^) 
must satisfy·» 

Substituting (47) into (45) and (46) we get 

Σ {z2+ k [p(d+1+k)ck+pz1c¡c+(2+d-p)z]"pc¡c+z2-Pc¿] + (48) 

_2 d+k+p 1 _ n 
- Ρ Z2 °k J 3 0 · 

Σ ; { 4 + 1 ε ( ρ Ζ ι ^ - pkck) + k(l-fd-p+k)z|+k~p c k } = 0 . (49) 

F i rs t we sha l l consider equation (49). This equation can 
be written in the following form 

¿k ( l+d-p*k )z5 + k - p cv + (50) 
k̂O ¿ ¡c 

+ Σ [p z i°k " p k c k + (k+p)(l+d+k)_ck ]z|+ k = 0 . 
k=0 ~ 

Equation (50) i s s a t i s f i ed for a l l z 2 > 0.Then the coe f f i -
cients must be zero i . e . 

pz.,ck - pkck + (k+p)(l+d+k)ck+p = 0 for k > 0 (5t) 

k(l+d-p+k)ck =0 for Ό < k < p-1 . C51 ' ) 

Now we sha l l consider two caseas 
case A. . . . p-1-d i s not a natural number 
case Β . . . p-1-d i s a natural number. 

In the case A in virtue of (51' ) i t must be 

c k = 0 for 1 < k < p-1 , 
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therefore in virtue of (51) 

c k = 0 i f k φ rp , r = 0 , 1 , 2 , . . . (52) 

Different iat ing (51) we get 

°k+p = ( k + p ) ( l f d + k ) [ p ( k - l ) c k - p z 1 c k ] · ( 5 3 ) 

Equation (48) can be written in the following form 

Σ [p(d+1+k)ck+pz1c^.+(2+d-p)z!j"p o^+z^-P 0« J zd+k+ ^ 

oo 
+ l J-P2°k+P(a+1+k+p)ck + p+pz l 0 ' +(2+d-p)z]-P o· + k-0 

+ Z2~P c" 1 Zd+k+P a Ω + z ^, k+p J z2 . υ · 

Equation (54) i s s a t i s f i ed for a l l z0 0,hence the coe-
f f i c i e n t s must be zero, i . e . 

-p2ck+p(d+1 +k+p)ck+p+pz1 ck+p+(2+d-p)z|~Pok+p+z1~Pck+p=0, (55) 

for k > 0 

pCd+l+kJojg+pz^o^+Ca+d-pJzij'Po^+z^oJ. = 0 (55 ' ) 

for 0 < k < p-1. 

Let us multiply (55) by z^. Then we can write th i s equa-
tion in the following form 

( z ? + d " P c V ' + p i l + d + k + p ^ ck+p+pZl1+d ok+p-p2z^ck=0 . (56) 
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Substituting (53) into C56) and taking into account (51) 
we get after some transformations 

ck+p)' - ( k + P ) ( L + k ) 4 - ^ °k>' - 0 - (57) 

Equation (57) is equivalent to the equation 

z 1 + d " P ck + [ ( l - k J z ^ - P + p z ^ o ^ + p ^ j ^ o c o n e t ^ ^ . (58) 

In. order to find the solutions of equation (58) let us 
substitute 

° k - = u k z ï ® Z l ' ( 5 9 ) 

then after transformations equations (58) can be written in 
the following form 

z3+d-p+k ^ + z2-Hi-p+k ^ = ^ ¿ β ( 6 0 ) 

We can treat u^ as an unknown function.Equation (60) is 
then a linear equation (ordinary) of the first order with 
respect to u^. It is evident that the general solution of(60) 
is 

uk - J ^ [ D1,k / ^ k " d " 2 ^ i + ^ . l c W ^ . k . 

In virtue of (59) we, have 

°k-1 { jf Γ, [D1 ,k H ^ - 2 « ' * V D 2 , k ] } > 
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d Z l+ (61') 

+ D3,k+p } · 

Solutions (6l)f (611 ) depend on constants D^ k and res-
pectively D. v... Now we are going to show that it must be 

ΐ|Κ:+ρ 

D1,k = °2,k = 0 f o r k = °»P»2P»··· 

Γ η ZP Ιρζ-,Ο^ - pkck + (k+p)(l+d+k)clc+pJe
 1 = (63) 

k+p 
'k+p 1 e"zi h 1 2 e Z l d z1 + D2,k + P 

p-k-d-2 

+ D 2 > k)d Z l + 

+D 3»k + z< 

-pkz [ f t < D 1 f k / " Γ * "
4 " 2 ^ d z1 + D2,k ) d z1 + Ö3,k' 

+(k + P)(l +d +k)zfP[Jl-(D 1 f k + pJ ¡ 
-k-d-2 _2 

1 e 1 dz. + 

+ D2,k +p
) d z1 + D3,k +p 0 . 

•Multipying (63) by and differentiating we get 
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- Ρ 2 V D 1 / * 2 ? d Z 1 + D 2 , k
} + ( 6 4 ) 

+ D2,k+p ) β 0 · 

Multiplying (64) by ζ and d i f f e r e n t i a t i n g we get 

(65) 
-k-d-2 J i ^ 

1 
2 -Ρτ, ρ-k-d-2 zi - ρ ,_zj Θ 1 + 

+ [ p ^ P - ^ - p d w a + O N f · 1 0 - 2 ] d 1 | k e z ? + 

ρ 

+ (k+p)( l+d+k)D 1 f k + p ζ " ^ " 2 e Z ' = 0 . 

Multiplying (65) by , d i f f e r e n t i a t i n g and next mul-
ZP t i p l y i n g by e 1

 z^+<l+2-p w e have 

p3D 1 í k+[(k+p)(l+d+k)D 1 >k^>-p(p+1+d+k)D 1 J jp-k-d-1+pzlQ-O. 

( 6 6 ) 
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Relation (66) must be satisfied for all 0,therefore 
the coefficient of ζ15 and the· constant term must be zeroise. 

(k+p)(l+d+k)D1jk+p » p(p+1+d+k)D1>k , (67) 

(k+p)(l-Kl+k-p)D1ik+p « p(l+d+k)D1ik . (67') 

In virtue of ( 6 7 ) and ( 6 7 ' ) it is evident that it must be 

D1,k » D1 tk + P.- 0 · 

In a similar way it can be shown that condition ( 6 2 ) is 
also satisfied for Dg k· 

Now we are going to find D^ k. It fallows from ( 6 2 ) and. 
(63) that 

- P D3 k + ( k + p ) ( l + d + k ) D 3 k » 0 , 

hence 

D 3 , k a k U l + d ; * . . . * [ 1 + d + ( k - 1 j p ] D 3 , 0 
k 

ί τ τ τ τ Γ π τ Γ Τ Λ ^ τ η = (68) 

Γ ( 1 Μ ) 

k ! ρ ( 1 + d + k p ) 3 , 0 · 

Now in virtue of ( 4 0 ) , (41), (47), ( 6 1 ) and ( 6 2 ) we get 

J f2(z1,z2)dz2 • 

Λ 
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0 0 Z^P D 
= 1 D rrl+d) V ^i-e"2i - 1 D r ( l ^ ) - 1 

Ρ 3,0 Γ 1 ρ k! e " ρ 3,0 r κ ρ ; - 1 
k =0 

k! Ρ 

therefore 

Ρ 

Taking into account ( 4 0 ) , (41), (47), ( 6 1 ) , (62),(68) and 
(69) we get (35). 

Thus the unique solution in the class Κ of equations(42), 
(43) is (35). 

How we shall-consider the case Β i,e, the casetp-1-d is 
a natural number. Let us denote IT = p-1-d. In virtue of (51) 
it must be 

0^=0 for 1 < k ¿ p-1 except perhaps k=N 

therefore instead of (52) we get 

If we repeat all the previous reasoning, we get for k = 
= U+rp function c^ of shape (6l).It is easy to verify that 
( 6 2 ) , (63) must be satisfied. Now we are going to show that 

cv=»0 if kjírp or if kjÖT+rp, r=0,1,2 » · · · 

D3,k = 0 f o r k β N ^ + P f ^ p ,... (70) 

In virtue of (62) and (63) we have 

D 3,pr-1-d - pr-1 (r_i ) t (2p-l-d)·.. .·(rp-1 -d) 
D 

• · . 

. , T T Ν ' r = 1»2,... 
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In the considered case there can exist two sequences of 
coefficients ck, which must not be zero,namelly c Q, Cp*0̂ ,»··· 
and 0υ»°υ+ρ»°υ·+2ρ'··· · reapeating all the previous rea-
soning we get 

D1,]$r+rp 3 D2,N+rp = 0 f o r ^=0,1,2,... and then 

/ f 2 ( - 1 . » 2 ) d » 2 - / x ; [ o l i P ( - 1 ) . | + ^ + (TD 

I I k=0 . ' 

k = 0 
ρ « zn+kp -Kortlf)+¿B3.«r(1 * Σ r T i g ^ • 

" ï D 3 , 0 r ( 1 T > + f r ( l + !> · 

Function (71 ) must be equal 1, i.e·.' function φ (z^) cannot 
depend on z^. In other words φ (zip must be constant. Mow we 
are going to show that (70) is a nécessary condition that(71 ) 
be constant. Indeed, let us notice that 

(k + £)u -u ,-u 

_±iá ^ k + — + ̂  
I D, w W u P e"u + y D,,w J2 u » e - u + 
p 3»ïï Γ(1 + | ) fe 3>1T r(k + £ + 1) 

Jr 
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Ση 1 ,, ρ -u Ν _ 1 „ p -u 
k = 0

D3,N r ( k + | + 1 )
u θ - ρ d3,N u 0 · 

Then the necessary condition that φ(u) = 0 is IT = 0 or 
Dj jj. = 0. The relation N^O is. contradictory with assumption 
Β that H is a natural number. Therefore D^ jj » 0 and this 
means that condition (70) is satisfied. 

Finally ( 3 5 ) is a unique solution of equations ( 5 ) , ( 6 ) 

in both considered cases A and B. 
Let us notice that if = θ] = 1 then 

r(^l)(pAt)l/P r 

y 2 

( P a t ) 1 / P . 

j 12 d pZt e 

and we get general gamma distribution. 
In virtue of part II we can formulate the following sta-

tement s 
If conditions ( 2 6 ) , ( 2 7 ) , (38), (38')- are satisfied then 

the unique transition probability density f in the class Κ 
is given by (35) and f is the transition probability density 
in the Markov process in the wide sense. 

IV. The correction concerning paper [θ]. 
In paper [8] on pages 13, 14 examples of solutions of 

some partial differential equations were given.These examples 
should not be considered there [8], as the solutions do not 
satisfy the assumptions of theorems given in that paper. 

This fact was observed by Prof.K. U r b a η i k. 
The correct discussion of these examples for I = (0, + °°) 

is given in the present paper. 
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I would like to express my gratitude to Professor K.Urba-
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