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1. INTRODUCTION 

Let V be a domain in the space E^, bounded by the closed 
Lapunov surface S. In this paper we shall consider the f o l -
lowing boundary value problem in the theory of e last ic i ty . 
Find the displacement vector-function u(x) = [u^ (x ) , ^ ( x ) , 
UJ(x)] in the domain V, such that 

A*u(x) + co2u(x) = F (x ,u (x ) ) XfcV (1) 

and 

TU(Xq ) ( x o ) u ( x o ) = 0 x Q e S . (2 ) 

Here, we admit the same notation l ike in the paper [4].The 
problem ( l ) , ( 2 ) is the special case of the problem which has 
investigated in the paper [4] by the potential method. There 
was given the existence and uniqueness of the solution by the 
Banach's Fixed Point Theorem. 

The First Boundary Value Problem for the e l l i p t i c equation 
was treated, by the Chaplygin's method ( [ 2 ] ) , in the paper [3], 
written by I .P . M y & o w s k i c h . In the paper [5], the 
similar problem was solved with the weak assumptions than in 
[ 3 ] . There, we have based on the properties of the Green's 
function. 

In this paper we shall base on the properties of the dy-
namic Green's tensor of tlie "fciiird. kind G(xjy)# We shall in— 
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2 J.Chmaj. 

troduce the notion of the sequence upper (lower) vector-func-
tions, and then we are going to prove the convergence of this 
sequence to the solution of the problem (1 ) , ( 2 ) . 

We shall admit the following assumptions 
I . E\(x,u,pU2,Uj) are real functions, defined on the set 

x e V , |us|«R and f u l f i l the Holder-Lipschitz condition 

h 3 

3 (x '»u '-i»u2'UJ) | ^ |xx ' | F+kE X ! Ius"us I W 
S=1 

where E and K^ are positive constants, 0 < hj, < 1. 

The constant k-p f u l f i l s the inequality 

0 < kF < ic ' W 
where 

v 
C = Ĉ j + C2 + 

I I . The functions .Ug ,^ ) satisfy the inequali-
t ies 

^ (x .u^.ug .u j ) < F^x'.u^.u'g.u^) , (6) 

when û  < û  and u2 < Ug and u^ < u^ . 

I I I . d (xQ ) is a real function, defined for xQfe S and 
f u l f i l s the Holder condition 

|<*(xo) - 6 (xo> | < |xoxo \h* * (7> 

where k> is a positive constant, and 0 < h^ < 1. 
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Application of the Chaplygin's method 3 

2. GREEN'S TENSOR G(x,y) 

We shall define the dynamic Green's tensor of the third 
kind similary l ike the tensor of the f i r s t kind, whose d e f i -
nit ion was given in the monograph [ l l on p,88. 

D e f i n i t i o n . The dynamic Green's tensor of the 
third kind is the tensor 

G ^ ) G ^ G(^) 

G(x,y) = G|2) G p ) (8) 

GO) G(2 ) G p ) 

patisfies the following conditions 

a) A*G (x ,y)+cj2G (x ,y) = 0 for x , y , 6V and x ^ y, 

lim [ T ( x M k ) ( x , j ) + <5(x)G(k ) (x fy) ] =0 fo r x , y e V (y f i xed ) 
x~xo and x t S 

o 

c) G(x,y) = r ( x , y ) - g (x ,y ) f o r x,y fc V 

where 
^(xty) _ is matrix of the fundamental solution, 
g(x,.y) - is the matrix od the regular solution of the 

equation A*g(x,y) + " 2 g ( x , y ) = 0 
The existence of the tensor G(x,y) fol lows from the exi-

stence of the solution of the boundary value problem 
* 2 A g (x ,y ) +CJ g (x ,y ) = 0 x.yfcV 

lim r T ( x ) g ( k ) ( x , y ) + tf(x)g(k)(x,y)l = 
x~x L J 

o 

= T ( x o ) n ( k ) ( X o > y ) + d ( X o ) r « ( x 0 , y ) (9) 

x ,y tV , Xq fc S. 
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It can be proved that the functions &(fc)(xfy) are posi-
tive. 

3. UPPER (LOWER) VECTOR-FUNCTION 

We shall prove the fundamental theorem 
T h e o r e m 1. If the vector - function v(x) is re-

gular in the domain V+S, fulfils the inequalities 

A*kv(x)+cj2vk(x) « Fk(x,v1(x),v2(x),v3(x)) for xfcV(lO) 

and the boundary condition 

TV(XQ) + <J(x0)v(x0) = 0 for xQfc S, (11) 

the functions Pk(x,v/j(x) ,V2(x) ,v^(x)) satisfy the assumption 
I, then 

vd(x) > U;j(x) , (12) 

where uj(x) are the components of the solution of the prob-
lem (1), (2), 

The vector-function v(x) satisfying the assumptions of 
this theorem'will be called the upper vector-function. 

P r o o f . Let be zj(x) = vj(x)-uj(x) for xfcV, Now, 
we shall prove that zj(x) * 0. Let a(x) = [o^ (x), 0C2(x), 
OĈ (x)]} be the vector-function with the components satisfying 
the Holder condition for xeV. The exponent of this condi-
tion is equal to hp. Moreover, we assume, that 

A*v(x) + CJ2V(X) = F(x,v(x)) +a(x) for xeV. (13) 

Obviously, «•1(x) « 0 for xeV. 
By virtue of the definition of the vector-function z(x), 

from the equations (l) and (13), we get 

A*z(x) +co2z(x) = i'(x,v(x)) - F(x,u(x)) — ot (x) for xfcV (14) 
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Application of the Chaplygin's method 5 

and the boundary condit ion 

TZ ( X q ) + t f ( x 0 ) z ( x o ) = 0 f o r xQfe S ( 1 5 ) 

According to the r e s u l t s of the paper [ 4 ] , by the d e f i n i -
t i o n of the Green's tensor G ( x , y ) , we can wri te the so lut ion 
of the problem (14-), ( 1 5 ) in the form 

ty*.,, <*) 
v y 

o r , using the indexes 

/ k-1 

- S ' k ( y , v 1 ( y ) , v 2 ( y ) , v 5 ( y ) ) ] d V y + 

J i(=1 V K 

By v i r t u e of the d e f i n i t i o n of the v e c t o r - f u n c t i o n oc. (x) 
and from the assumption I , we obtain the system of i n e q u a l i -
t i e s 

j W > T T / s G ^ M i r | u s ( y ) - v s ( y ) | d V y (18) 
«/ K=1 5-1 

From here 

'^rft^^h i ^ I - ^ 1 ] ^ * J k=1 5=1 

- ^ - / ¿ ^ ^ ^ ¿ ^ ^ y C 9 ) 
J K=1 S = 1 
f 

or 
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/ *=< s-i 

J K= 1 S = 1 
V 

Let 

As = supy yzs(x)|-zs(x)J, A = A1 + A 2 + A 3 . (21) 

Suppose, that z (x)<0, then A = sup |-2z (x)1 and 
X6 V L J 

Ag
 > 0. Taking the greatest upper bound for both sides of the 

inequality (20), by the definition (5), we obtain the system 
of the inequalities 

. A. < 2kFC.A . (22) 

Hence 

A < 2kFCA . (23) 

From the assumption (4) it follows, that A < 0. It im-
plies z.> 0. Similarly, we shall be able to prove 

/ \ 

T h e o" r e m 2. If the vector-function w(x) is re-
gular in the domain V+S, fulfils the inequalities 

A*kw(x)+w2wk(x) ^ Pk(x,w1(x).,v;2<x),w3(x)) for xeV (24) 

and the boundary condition 

Tw(xo) +tf(xo)w(xo) = 0 for xQfc S, (25) 

the functions Fk(x,w^ (x) .^(x) ,Wj (x)) satisfy the assumption 
I, then 

W j ( x ) < U.(x) , (26) 

where u.(x) are the components of the solution of the prob-
lem (1),(2). 
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Application of the Chaplygin's method 7 

The vector-function w(x) satisfying the assumptions of 
this theorem will be called the lower vector-function. 

3.1. EXAMPLE OF THE LOWER AND UPPER VECTOR-FUNCTIONS 

Let H(x) = J^H^(x) ,H2(X),EJ(X)] be the vector-function 
with the components 

J k= 1 

where 

M ^ » sup |*k(xt0t0t0)|f My = . (28) 

From the definition of the Green's tensor it follows,that 

(x ) 
T 0 H.(x0)+ d(x0)R.(x0) = 0 for xQfeS. 

u From the equation 
Since Gjj '(x,y) > 0, therefore H-(x) < 0 for xfT. iJ «J 

AH(x) + W 2 H ( X ) = MJ, , 

we obtain 

A*kH(x) +u2Hk(x) - Fk(x,HvH2,H3) = 

= (M|k) - Fk(x,0,0,0)) - (Fk(x,H1,H2,H3)-Fk(x,0,0,0)).(29) 

Hence, by the assumption II, it follows, that 

A*kH(x) +o2Hk(x) - Sk(x,H1,H2-,H5) > 0. 

From the last inequalities it follows, that the vector-
-function H(x) is the lower vector-function. 
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8 J.Chmaj 

S i m i l a r l y , we s h a l l be a b l e t o p r o v e , t h a t t he vec to r - f un^ 
c t i o n h ( x ) w i t h t h e components 

J k - i 
where 

m ^ « - sup | P k ( x , 0 , 0 , 0 ) | , mF = [m j , 1 ) . m ^ . m ^ ] . ) 

i s t h e upper v e c t o r - f u n c t i o n . 

4-, SEQUENCE OF THE UPEER (LOWER) VECTOR-FUNCTIONS 

Now, we a re go ing t o d e f i n e t h e sequence o f the upper ( l o -
wer ) v e c t o r - f u n c t i o n s . L e t v ( ° ) ( x ) , w * ° ) ( x ) denote t h e up -
pe r and lower v e c t o r - f u n c t i o n , r e s p e c t i v e l y . 

Le t 

(X <>>(X) = ^ k v ( 0 ) ( x ) + o 2 v ( 0 ) ( x ) - F k ( x , v ( ° \ X ) t v ( 0 > ( x ) f v ( 0 \ x ) ) < 0 (32) 

a ( ° ) ( x ) = [ a ( ° ) ( x ) f ( x ( 0 ) ( x ) f 0 L ( 0 ) ( x ) ] 

P ( ° ) ( x ) = A * k w ( 0 ) ( x ) + o 2 „ ( 0 ) ( x ) - F k ( x , w ( ^ ( x ) f w ( ° ) ( x ) , w ( 0 ) ( x ) ) i O (33) 

T h e o r e m 3 . I f the v e c t o r - f u n c t i o n v ^ ^ ( x ) = 
= [v j j '1) ( x ) ( x ) ^ ( x )J i s a s o l u t i o n o f t h e boundary v a -
l u e p rob lem 

A * ( v ( 1 ) ( x ) - v ( ° ) ( x ) ) + c j 2 ( v ( l ) ( x ) - v ( o ) ( x ) ) = 

= k I , $ ( 1 ) ( x ) - a ( ° ) ( x ) f o r x e v (34) 
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Application of the Chaplygin's method 9 

Tv(1)(x0) + 6 (x0).vi1)(x0) = 0 for xQfc S , (35) 

where 

$ C ) ( x ) = [ ^ ( v i l ) ( x ) - v(°)(x)), 
k=1 

¿ ( v ^ ) ( x ) - v^°)(x)), ¿ ( v ^ ) ( x ) - v(°)(x))], 

then the inequalities < v-jj°)(x) are fulfiled, and 
x) is thé upper vector-function. 

P r o o f . We first prove that the boundary value prob-
lem (34-), (35) has a unique solution. Bj virtue of the Pois-
son's Equation (27) from the paper we can write 

y + 

/

v 

G(x,y) a(°)(y)dVy (36) 

= ^ k ) ( x , y ) ^ ( v ( ' l ) ( y ) - v ( 0 ) ( y ) ) d v y + 

/ C=1 

/ m 
Let us 

and 

J k-l K 

f(x) = [f 1(x),f 2(x),f 3(x)] 

f,(x) I « N. , N = N,, + N 2 + N 3 . 

- 63 -



10 J.Chmaj 

Consider the sequence of the functions 

( v O ) ( x ) - v ( ° ) ( x ) ) 0 = f d ( x ) (38) 

( v ( 1 ) ( x ) - v j ° ) ( x ) ) m = 

J K=1 S=t 
V 

Hence, by the nQtation ( 5 ) , we obtain the inequal i t ies 

( v i 1 ) ( x ) - v i ^ x ) ) ^ ! ! ^ ) * . (39) 

By v irtue of the assumption (4-) i t f o l l ows , that the so-
lut ion of the system (37) exists as the sum of the uniformly 
convergent ser ies 

v ^ ( x ) - v ( ° ) ( x ) ( v ^ ( x ) - v ( ° ) ( x ) ) m . (40) 
m=i 

Now, we shal l prove, that v ( ^ ^ ( x ) - v ( ° ) ( x ) «s 0. 
o d 

From the formula (37) and (32) i t implies 

J k= I s —1 (41) 

Suppose, that v ( 1 ^ ( x ) - v ( ° ) ( x ) :=» 0 f o r x e V . Then the 
o J . 

r ight side of the inequality (41) , by the properties of the 
Green's tensor, i s negative. This result denies our supposi-
t i on . Hence v ( 1 ^ ( x ) - v ( ° ) ( x ) « 0. 

J J f 11 / \ 
F ina l ly , we shall prove that vv J (x) i s the upper vec-

tor- funct ion. From (34-) and (32) we obtain the re la t ion 

^ ¿ ( v ^ ( x ) - v ( ° ) ( x ) ) + 
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Appl icat ion of the Chaplygin's method 11 

+ F k ( x , v ( ° ) ( x ) ( x ) ( x ) ) - F k ( x , v ^ 1 ) ( x ) ) ( x ) , v ( 1 ) ( x ) ) . 

From t h e a s s u m p t i o n I and t h e i n e q u a l i t i e s v ^ ^ v ^ ^ w e 

have 

A V ^ ( x ) + c o 2 v ( 1 ) ( x ) - F k ( x , v ( 1 ) ( x ) , v ( 1 ) ( x ) , v ( 1 ) ( x ) ) < 0 . 

Hence and f r o m t h e theorem 1 i t i m p l i e s v ( ^ ( x ) > u . ( x ) . 
u J 

S i m i l a r l y , we s h a l l be a b l e t o p r o v e 

T h e o r e m 4 . I f t h e v e c t o r - f u n c t i o n w ^ ^ ( x ) = 

= £ wjj'1 ^ ( x ) j W ^ ^ ( x ) ^ ( x ) J i s a s o l u t i o n o f the boundary 

v a l u e prob lem 

A V ^ x J - w ^ ^ x J H c o ^ w ^ ^ x J - w ^ ^ x ) ^ ^ 5 ^ ) - F> ( o ) for X e v ( 4 2 ) 

T W ( 1 ) ( x o ) + d ( x o ) w ^ l ) ( x o ) = 0 f o r x 0 f c S , ( 4 3 ) 

where 

K= 1 k=l 

t h e n the i n e q u a l i t i e s w ^ ^ ( x ) » w ( ° ) ( x ) a r e f u l f i l e d , and 

x ) i s t h e lower v e c t o r - f u n c t i o n . 

How, we s h a l l c o n s t r u c t two sequences o f the v e c t o r - f u n -

c t i o n s { » ( x ) } , { w W ( x ) } so t h a t i t s components a r e t h e 

d e c r e a s i n g sequence f o r t h e f u n c t i o n s ( x ) and t h e i n -

c r e a s i n g sequence f o r t h e f u n c t i o n s w ^ ( x ) , r e s p e c t i v e l y . 
L e t 

0 L ^ 1 > ( x ) = A V ( m - ^ ( x ) + c o 2 v ( m - l ) ( x ) + 

- F k ( x , v ^ m - 1 ) ( x ) , v | m - 1 ) ( x ) , v ( m - 1 ) ( x ) ) < 0 ( 4 4 ) 
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12 J . China j 

1 ) ( x ) ( m - 1 ) ( x ) ^ a ( m - 1 ) ( x ) f a ( m - 1 ) ( x ) J 

^ m - l ) ( x ) = A > ( m - 1 ) ( x ) + + 

- F k ( x , ^ m - / l ) ( x ) , w | m - 1 ) ( x ) , ^ m - ' l ) ( x ) ) ^ 0 ( 4 5 ) 

^ ( x ) = [ ^ m " l ) ( x ) , f ) l m ~ l ) ( x ) , ( ^ ( x ) ] . 

T h e o r e m I f t h e v e c t o r - f u n c t i o n = 

= [ v ( m ) ( x ) , v | m ) ( x ) , v H ( x ) ] i s a s o l u t i o n o f t h e b o u n d a r y v a -

l u e p r o b l e m 

A * ( v W ( X ) _ v ( * - 1 ) ( X ) ) + w 2 ( v W ( x ) - v ^ m _ 1 ) ( x ) ) = 

= k F § ( m ) ( x ) - C C ^ m - l ) ( x ) f o r x e V ( 4 6 ) 

T v W ( x Q ) + ( i ( x 0 ) T W ( x 0 ) = 0 f o r x o e S , ( 4 7 ) 

w h e r e 

§ W ( X ) = [ ^ ( v W ( x ) - v j > " 1 ) ( x ) ) , 

K=1 

¿ ( v W ( x ) - v ( m - 1 ) ( x ) ) , ¿ ( v W ( x ) - v ( ^ ) ( x ) ) ] 

k = 1 

a n d t h e v e c t o r - f u n c t i o n w W ( x ) = £ wjjm) ( x ) ( x ) , w ^ m ^ ( x ) J 

i s a s o l u t i o n o f t h e b o u n d a r y v a l u e p r o b l e m 

A * ( W W ( x ) - w ( m - 1 ) ( x ) ) + c o 2 ( W M ( x ) - w ( m - 1 ) ( x ) ) = 

= k j , * W ( x ) _ | 5 ( m - l ) ( x ) f o r x e V ( 4 8 ) 

T w W ( x o ) + ¿ ( x o ) w ( m ) ( x o ) = 0 f o r xQfe S , ( 4 9 ) 
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Application of the Chaplygin's method 13 

where 

¥(*)(x) - w(m-1)(x)), 
k-1 

V ( 4 m ) ( x ) - w(m"1)(x)), ¿ ( w W ( x ) - 4 m - 1 ) ( x ) ) ] , 
K-1 K=1 

then the following inequalities hold true 

4 m " l ) ( x ) * vjW(x) >u k(x), 4 m " l ) W < wk m )( x) < uk(x)-

This theorem can be proved similarl-y, like the theorem 3. 
From the theorem 5» by the induction, it follows 

4 o ) ( x ) > v£1)(x) > ... > v W ( x ) > ...> uk(x) for X6V 

< w £ 1 ) ( x ) < ... < w£m)(x) < ... « uk(x) for xfeV. 

5. CONVERGENCE OP QHE SEQUENCE OE THE UPPER (LOVER) 
VECTOR-FUNCTION 

The sequences | (x)|» { " k ^ W j a r e convergent for 
because they are monotonic and bounded, for exapmle.the 

sequence { v ^ ^ W } is'bounded by the function Hk(x). We 
shall be able to prove. 

T h e o r e m 6. The sequences ^ Cx) 
are uniformly convergent for m - » ~ t o the solution of the 
problem (1), (2). 

P r o o f . From (46), (47) and (48), (49) after substi-
tution (44) and (45), respectively, we have 

A * ( v W ( x ) - w W ( x ) ) + u , 2 ( V M ( x ) - w ( m ) ( x ) ) = 

= i(m)(x))+F(x,v(m-',)(x))-F(x,w^m-1)(x)) 

for xfcV (50) 
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T ( v W ( x ) - w W ( x ) ) + < * ( x o ) ( v W ( x J - w W ( x o ) ) = 0 f o r x Q e S . 

(51) 

S i m i l a r l y l i k e i n t h e p r o o f of t h e theorem 5> we s h a l l 
w r i t e t h e s o l u t i o n of t h e p r o b l e m ( 5 0 ) , ( 5 1 ) i n t h e f o l l o w i n g 
f o r m 

+ 
y 

^ m ) ( x ) - v ; W ( x ) = ( » ) ( , ) _ * ( » > ( , ) ) dV3 

V 

- j G ( x , y ) F ( . y , v ( m - 1 ) ( y ) ) - F ( y , w ( f f l - 1 ) ( y ) ) dVy ( 5 2 ) 1 

o r 

v W ( x ) - w ( * ) ( x ) G ( k ) ( x , y ) ^ ( v W ( y ) - w W ( y ) ) d V . 
J H=1 S=1 
V 

/k 

'Jl^i 

J K=1 <5=1 

G ( k ) ( x , y ) ( F k ( y f v ( m - - 1 ) ( y ) ) v | m - ' 1 ) ( y ) , v ( ^ ) ( y ) ) + 

K-1 y 

- \ ( y , w ^ - 1 ) ( y ) , ) (y ) , ) ( y ) ) dVy . ( 5 3 ) 

K e n c e , by t h e a s s u m p t i o n I I , we o b t a i n t h e i n e q u a l i t i e s 

v 
J S m ) ( x > w f t ^ i * ' < V ( 5 4 ) 

J K=1 S=1 V 
T a k i n g t h e g r e a t e s t u p p e r hound f o r t h e b o t h s i d e s and u -

s i n g t h e d e f i n i t i o n ( 5 ) » we g e t 

s u p ( v ( m U ( m ) ) ^ k ^ ¿ s u p ( v ( m - 1 ) - w ( m " ' 1 ) ) . ( 5 5 ) 

S=1 

3 
I f we i n t r o d u c e t h e n o t a t i o n N sup = L , we 

• ¿ - J -\rj..Q s s 
S = 1 V+S o b t a i n 5 1 
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Application of the Chaplygin's method 15 

sup ( v ( m U W ) « (kpC)m L . (56) 
V+S 0 d • 

From the inequali ty (4) i t follows that v(m) (x ) -v ( m ) (x)^0 

for m —»J . Hence, u(x) and. (x)=s= u(x) for 
m — ~ and x e V+S. 

Prom (44) , ( 46 ) , (47) we have 

V*- (x) = —Tj^-f ) i W " " W J •"•»•» ^ 

^ V 
Now, i f we take the l imi t for the both sides of . this f o r -

mula we get the solut ion of the problem ( l ) , ( 2 ) 

u(x) = - - J r - y G(x,y)F(y,u(y))dVy . 

1/ 
This solut ion i s unique. 
Suppose, there e x i s t two vector- funct ions u'(x), u"(x) as 

the l imi t of two d i f f e r e n t sequences of the upper vector- fun-
c t i o n s . For the d i f ference u ( x ) - u ( x ) , we get 

u'(x)-u'(x) = - ^ J G(x,y) F(y ,u(y) ) - F ( y , u ( y ) ) cLVy . (¿8) 

V 
Hence for the greates t upper bound of the components we 

have 

sup I u'.-u", I < k^c, sup V^l'u -u* I . 
v + s t ^ 3 i 1 3 v + s Z J s I 

(59) 
5=1 

F i n a l l y , by v i r tue of the inequali ty (4) i t follows 
u'.(x) = u'.(x) f o r xeV+S. 
J J 
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