
DEMONSTRATIO MATHEMATICA 
Vol. I No 4 1969 

Jerzjj Chmaj 

ON SOME NON-LINEAR SYSTEM OF SINGULAR INTEGRAL EQUATIONS 
IN THE THEORY OF ELASTICITY 

1. INTRODUCTION 

Let S denote a closed Lapunov surface , and B^ - t h e do-
main "bounded "by S . Consider the following "boundary problem in 
the theory of e l a s t i c i t y : Find the displacement vector u(x) = 
= u ^ ( x ) i + U2(x)J+ Uj(x)k in the domain B^ such that 

A" u(x) + co2u(x) = 0 x e B i (1) 

(u>- constant, /f=(A.+2<u) grad».div - r o t - r o t , Aj/i-Lame's 
constants) and 

Tu(x0) + i ( x Q ) u ( x o ) = G(x 0 ,u (x 0 ) ) x 0 € S , (2) 

where T i s the well known tension operator, and 6(x Q ) i s a 
s ca la r function. 

By the potent ia l methods th i s problem reduces to the so-
lut ion of the second kind system of non-linear s ingular inte-
gra l equations of the form 

<p(xo) - * j [ T ( X o ) r ( x o , y ) + 5 ( x o ) r ( x o , y ) 
•S 

cp(y)dsy = 

= f ( x o ' ^ x o ^ ) x o e S ' (3) 

where <f(x0) = (p,j (xQ)i+cf>2(xQ);f + <f>j(x0)k i s an unknown vec-
tor , the integra l i s taken in the sense of the Cauchy pr inc i -
pal value, T(x,y) (the fundamental solution of the equation 
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( 1 ) ) i s a mat r ix of t he elements 

J k ) 1 e H (x,y> = — i 
ik,r 2 i 

j ' b 2 k j r w2 \ r 
9 ' e - M f k ^ V ^ ) , (4) 

where 

^ = 1 

0 M d , 
r = V ( x 1 - y 1 )2+ ( x 2 - y 2 )2+ ( x , - y , ) 2 , 

a 2 = A+2//, b 2
 = / i , k 2 = = 4 " 

1 aT ^ 

and T P(x ,y) i s a m a t r i x of t h e elements 

•¡¡J r (x ,y ) = Ifx 

( k ) 
a r , (x ,y ) J . A 

¿'V 

(5) 

+ ° ° s ( V x k > V - ^ V - ( k , d = i , 2 , 3 ) 
ik2r 

d e 
¿A/ 

f (x 0 ,<p(x 0 ) ) i s a v e c t o r with the c o o r d i n a t e s -^j(x
0» (Pl (x Q ) , 

v2(x0)t<r3(x0)) ( d = i , 2 , 3 ) . 
U-dimensional i n t e g r a l s i n g u l a r equa t ions were t r e a t e d by 

many a u t h o r s . I t was E.G.Tricomi who s t a r t e d i n v e s t i g a t i o n s i n 
t h i s f i e l d . He cons idered a s i n g u l a r equa t ion i n the p l a i n Eg 
( [ 1 ] , [ 2 ] ) . T r i c o m i ' s r e s u l t s were g e n e r a l i z e d "by G. Giraud 
( [ 3 ] ) . G.Giraud cons idered t h e i n t e g r a l equa t ion 

(x) - x f K(x,y)<p(y)dSy = f(x), (6) 

where t h e k e r n e l K(x,y) i s s i n g u l a r , f ( x ) f u l f i l l s H61-
d e r ' s c o n d i t i o n , and S i s a c losed Lapunov s u r f a c e . 

G.Giraud found t h e s o l u t i o n of (6) i n t he c l a s s of f u n -
c t i o n s which s a t i s f y t h e Holder c o n d i t i o n , by t h e r e g u l a r i z a -
t i o n method used by Tr icomi. I f we apply t h e o p e r a t o r 
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On some non-linear system 57 

y(x) + x j H(x,y;af)v(y)dSy, (7) 

to the "both sides of (6) then we get 

[l + *2$(x;x)] if(x)+ xj[H(x,y ;*) - K(x,y) + 
i 

- acj*H(x,z;*)K(z,y)dS I c()(y )dSy = f (x)+ *jfH(x,y ;je)f (y)dSy (8) 
J 5 

$(x;ae) is the function defined by the kernels K and H. 
The equation (8) is of Fredholm type if 

1 + ae2$(x;ae) 4 0 (9) 

and 

H(x,y;ae)-K(x,y)-afjk(x,z;*)K(z,y)dSz = 0(r,5~2) £>0. (10) 
s 

This equation was reduced "by Giraud to a boundary problem 
for harmonic functions. 

In this paper we shall base on a method proposed by S.G. 
Mikhlin ([4] ) who considered the equation of the form 

f f ( x , 0 ) r 
A<p • aQ(x)<p(x) +J — ^ <p(y)dy + j F(x,y)cp(y)dy=p(x), (11) 

h h 
where (r,0) are polar coordinates of the point y with res-
pect to the pole x, and the second integral above is absolu-
tely convergent. 

Under some assumptions on the regularity of functions 
a '(x)., f Q (x, 8) Mikhlin connected with each operator A(f a 
function called by him the symbol of A (SimA). 

Let 

f(x,0) = £ ' b n ( x ) e i n e , (12) 

denote Fourier series of f(x,0). ('means that the coefficent 
b Q(x) is equal to zero, and this condition is necessary and 
sufficient for the existence of the singular integral). 
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Denote 

r' h 
then 

J r 

A ( P = X L an(x)h"cp + Pep, (14) 

• l n | where a Q (x) = "bn(x), and Pif i s a weakly s ingular 
operator . By the symbol of A we mean 

. i n e 
SimA = y a n ( x ) e -7t<fl<+jr. (15) 

f 7 « - c « 

For a weakly s ingular operator A SimA i s defined as zero . 
I t may be proved that 

A l ) (2)\ (1) (2) 
Sim\A + A J = SimA + SimA 

/t l ) (2)N (1) (2) 
Sim\A A J - SimA SimA . 

Wow the problem of the r e g u l a r i z a t i o n of the equation (11) 
i s reduced to determination of the symbol SimA* from the 
equation 

SimA SimA* = 1 . (16) 

In the paper [4] S .G. M i k h 1 i n introduced a notion 
of the symbolic matrix f o r a system of i n t e g r a l singular equa-
t i o n s 

t l A j k ¥ k = ( x ) d = 1 , 2 , . . . t n (17) k*1 
( A ^ are the operators of the type ( 1 1 ) ) . 

The condit ion 

i s necessary and s u f f i c i e n t f o r the e x i s t e n c e of r e g u l a r i z a -
t o r f o r the system ( 1 7 ) . 
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W.D. K u p r a d z e in his "book "Potential methods in 
the theory of elasticity" chapter V has proved that for the 
system (3) with the linear right side Fredholm» s theorems hold. 
He made use of Giraud and Mikhlin methods. In this paper we 
shall prove the existence of solution of the system (3) ad-
mitting the following assumptions: 

I. S is a closed Lapunov surface with the constants C, <f 
C>0, 0<i<1 such that 

II. The coordinates of the vector 

f(xQ,cp) (x0,tp1,(p2,<p3)I + f2(x0,cp1,(p2,<jp3)J + f5(x0,(p/]fi?2,cp3)k 

are real functions, defined on the set xQ 6 S, |q>j|<9 (j=1|2,3)» 
and fulfill Holder-Lipschitz condition 

where k f > 0, 0<h f<1. 
III. The real function 6(xQ) is defined for xQe S and 

satisfies the Hftlder condition 

where k6 > 0,. 0< hff < 1. 

2. PROOF OP EXISTENCE OF A SOLUTION FOR THE EQUATION (j) 

Consider the function space A of all systems 

(19) 

k f [ * h f ( v x ¿ ) + ¿ l v t d (3=1,2,3) (20) 

(22) 

of real functions defined for xQe S (each such 
system will "be called a "point" of A.). Addition of two such 
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points and mult ipl icat ion of a point "by a r e a l number are de-
fined by the formulae 

= [ < M V + M ^ ' ^ V + M V ' ^ o ^ ^ V ] ( 2 3 ) 

m [ f 1 ( x o ) , ( f 2 ( x o ) , ( p 3 ( x o ) ] = [m<p1(xo),mq»2(xo),nicp3(xo)] . (23') 

The norm fu|| of a point U i s defined as 

||u|| = maxsup |<p.(xj| ( . j=1 ,2 ,3) . (24) 
j *„€ S I J 0 I 

The distance of two points U, V in the space A. i s de-
fined by the formulae 

d(TJ,V) = ||u-v||. (25) 

The space A (with the norm || ||) i s therefore a Banach 
space. In the space A consider the set E of a l l points 
U K ^ ' ( x o ^ * v 3 ( x o * ] i o r w h i G h 

|cpd(x0)|<9 (d=1,2 f3) ( 2 6 ) 

|<pd(x0)-cptj(x^)|<k(pr <P(xo,x^) ( j = 1 , 2 , 3 ) , 

where 
9 i s the number from the assumption I I , 
k(|> i s the posi t ive number defined in the sequel, 
h<p i s a constant with 

0 < h 9 < min(<f,h f ,h i) . (27) 

The set E i s closed in the space A. , because the l imi t 
of an uniformly convergent sequence of points U ^ {jpjj111̂  (xQ) , 
, M ( X o ) t , M ( X o ) ] s a t i s f i e s the conditions (26) . 

Moreover the set E i s convex because i f 0<2f<1; U,Ve E 
then U+il -^JVeE. Let us transform E by the operation 
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y(x 0)-a/[T
( X°V(x 0,y) +e(x 0) r(xo,y)j\(y)dSy=f (x0>(?(xo)| (28) 

The kernel of the equation (28) 

T(Xo)r(xo,y)+ff(xo) r (x0,y)=T
(X° V(xo,y)+T

(Xo)i3(xo,y) + 

+ 6(x 0)r(x 0,y) 

is a sum of the following' 

(x ). 1 (x ) 
T i (x ,y) with the pole of order — ^ • and T Q Ox ,y), 

r (xQ,y) 

6(xq) r(x 0 >y) with the pole of order — ^ y , where 

* (x) ° ° 
P(x,y),T P(x,y) denote the matrix with the elements 

r1 ( L „\ 1 ,_2N ar 9r , 2 1 1 
I i (x,y) - — ü 2 a b 

/ 2 , 2v 9r 9r , 2 , 2v x ( a }T3E: "3X7 + + b 

o K 

(29) 
(k,j=1,2,3) 

(x).(k) a r i
( k ) . 

¿ (30) 

+ C 0 S ( V x k ^ ¿ H k ^ Í (k,3=1,2,3) 

fi(x,y) is .equal to 

fi(x,y) = R x . y ) - R x . y ) . (31) 

By the first Fredholm Theorem [5] p.147 if the equation 

y(y)dS =0 (32) V(x 0) -3CJ[T
 X o ) R x 0 , y ) + 6(x 0)r(x 0,y) 

s 
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has not non-zero so lu t ion , then the only so lu t ion of (28) i s 
given "by the formulae 

4>(3C0) = [x+ac2<f(x0}ae) V ( X q ) + X J n ( X O , $ ; *)f (F )dS f (55) 
_ s 

where f (xQ) = f (xQ, <p (xQ )j 

[ l+at 2 i (x 0 ;ae)] = 

= B(Xo;ae) = J 

A(A3A5+A4A6) - ¿(A^+AgAg) 

A3A5+A4A6 ) 1 - 4 (A2+A2) 

- A'(A1A5+A2A6) Z\'(A1A5+A2A4) 

2\'(A1A5+A2A4) 

1 - 4(a^+A|) 

are the cons tan ts dependent on the Lamé cons tan t s , A^(x) 
( j = 1 , 2 , . . . , 6 ) a re defined in [5] p. 155, the reso lven t 
IT(xn,?;ae) = B(xn ;<*)H(xn , f ;*) + o k h ~ 2 ( x n , f ) ] h>0 where H(£n,f;ae) 
i s the matrix« with the elements of order 

the r e g u l a r i z a t i o n matr ix of (28) . 
Denote by 

(k) 

which i s 

Mt, = maxsup 
D k,j XotS 

Oc, 0=1,2,5) 

"f = TO | f D (Xo ' ( x o ( x o > ' ^5 ( x o }j| ( . 2 . 3 ) 

Me = sup |ff(x0) 

Mi I f OO, = maxsup IN. (x »fjafJdS, 
K.i x.e.t J V 5 N ( k , j = 1 , 2 , 5 ) . 

From the decomposition 
J (k) , . 

#t= r 
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+ X 'trf** + 

the assumption II and (26), (27) we get the estimate 

l^j (ac0)|< +l*|MN(kf+kfk(p + Mf)] . (35) 

To prove that if* satisfy the Holder condition we must 
obtain some estimates 

B(x :*) -B(x' ;*) = 
Ì31l(xo»xó) b13(xo'xó) 

h21(x0,x^) b22(x0f*o) i)23(xofx'0) 

V ^ o ' 2 ^ 1J32(xo»x'o) b33(xo»xo) 

where 

fn^o»'« 5 = [ A5 ( XÓ ) - V x o > ] [ V * o > + W ] + 

^o'X'o) = [A3(xO)-A3(xÓ^]A5(xO) + [A5(xO)-A5(xO)]A3(xÓ) + 

+ [ V x o > - V x ^ ] A6(xO)+ [ W - A e M V x o > 

t13Íxo'xó) = [M3^"A1(X0)]A5(X'0)+[A5(x;)-A5(Xo)]A1(X0)+ 

+ [ V ^ o ^ M A ^ ^ x ^ - A ^ ) ] ¿2(xQ) 

b21(xo»x'o) = b12(xo'xó} 

t22(xo'xó) = [ V ^ ^ M E V ^ ' V ^ ] * 
+ [A4(x¿.)-A4(x0)][A4(x'0) + A4(x0)] 

- 2 0 1 -



b 2 3 ( x o ' x ó ) = [ A 1 ^ o } - A 1 

J 

A 1 

+ [A2(Xq)-A2 (X^)]A4(X0)+[A4(X0)-A4(X'0)]A2 

V l ( V X ó ) = b 1 3 ( x o » x ó 

b 3 2 ( x o ' x ó ) = b 2 3 ( x o ' x o 

V X o ' x ó ) = [ A ^ x ' ^ - A M [ A 1 ( x ' o ) + A 1 M + 

+ 

A 1 ( x o ) _ A 1 ) = a ^ í x 0 jcosCo^. , x 2 ) - cosCr^, , x 2 ) + 

o s ( n^ ) - COSCn ,̂ ,X/j ) 

A2(Xo)-A2 (x'0) = a 2 1 ( x ° |cos<n.x jXg) - cosCn^., , x 2 ) + 

- a 2 2 ( x ° I^Gosín^ ,Xx] ) - cos(n , ,x^) 
x o 

A 3 (X 0 )-A 5 <xó ) = a 1 1 ( x ° jcosCr^ , X j ) - cosCr^, ,x^) + 

- a l 5 ( x ° |cos (n .̂ ,x^) - COSCIA, ,X/j ) 

A4(X0)-A4 <xó ) = a ^ C x 0 joosín^, , X j ) - c o s i l i , x 5 ) + 

- ^ ( x 0 joosín^, ,X/j ) - cosín^ , x 1 ) 

A 5 (X o )-A 5 (x'o) = a 1 2 ( x ° jcos (rLjj., , X j ) - cosCn^ + 

- a 1 5 ( x ° Jcos(r^ , x 2 ) - cosCr^, ,X 2 ) 

<x¿> ) = a 2 2 ( x ° jcos(n¿ , X j ) - cosCn^, ,X j ) + 

- 323 Jcosín^. , x 2 ) - C O S ^ , jXg) 

J.Chmaj 

But 

cosCa^. - cosCn^, jX^J^Cn^ »n^, ) < C r í ( x 0 > x J ) ) (¿j =1,2,3). 
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Hence 

Bá (x0;*) - B . (x^ae) < CVCr^x .x' ) (k,o=1,2,3) (36) 1 — >--0'"o' 
where C^ is the constant dependent on Lame's constants. 

By [6] and theorem 4 in [5], p.111, the functions 
3 r (k) 

D3(x0ìx) = (x0,(ix)tk(f)*Sf (0=1,2,3) (37) 

satisfy the condition 
|D..(xo;ae) - Dd(x^;ae)|< k ^ O + k ^ r <P(xQ,xJ)) (j=1,2,3) (38) 

i.e. the Hftlder condition with the exponent h^ and the 
coefficient "being proportional to that of the functions fĵ Cf). 

Rrom the decomposition 
3 

VjCXo)-^) = H 
k=i 

(k) (k) 
B. (x0;ae) - B^ (x^af) W + 

(39) 

+ iBr^o)[fk(xo)-fk^o)]+4D
;i(xo53e)-I)D(xo;a;)] 

the assumption II and the inequalities (36), (38) we have 

d̂ ( x o } I < + (VI*I ( r h < P '^o^ 
(40) 

(j=1,2,3). 

A point vjVi (x0),ii)2(x0),i(/j(x0)] belongs to E if the 
• following inequalities are satisfied 

3[MBMf +|ae| MN(kf+kfkip+Mf)] < p 

3[01CMf+ kf(EB+k|kN)(1+k<p)] < k<p 
(41) 

But these inequalities are fulfilled if k<p,§ are suffi-
ciently large and k f such that 

k f < 3+lati k. 'N 
3 
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L e m m a 1. 
The transformation (28) of the se t E i s continuous in 

the space A . 
Proof. Let U ( m ) [(p1(m) (x Q ) , <p|m)(x0), cp^m)(xQ)] he a con-

vergent sequence of points in E to a point U f̂̂  (x^), cpp (x^) f 

^ ( x o ) J , that i s 

J  ( m ) \ l imit U , u j = o (43) 

and l e t V 
(m) (m) (m) (m) 1 I" 

y^(x 0 ) j denote the image of u(m) and U by the transforma-
t i o n (28) . 

We have to prove that 
/ (m) \ 

l imilV , V j = 0 . (44) 

By the de f in i t ion of the* transformation (28) and "by (33) 
we get 

(m) 3 (k) [ / (m) (m) (m) \ 
( x 0 ) - ^ ( x 0 ) = Z B j ^ o ' ^ K K » ^ ( x o ) , c f 2 (xo ,»<P3 ( x o V + 

- f k ( x 0 , < r 1 ( x 0 ) , ^ ( x 0 ) f c p 3 ( x 0 ) ) + 

J r (k) r / (m) (m) (m) \ 

*"• 5 

From the assumption I I and ( 2 6 ) , ( 2 7 ) we have 

/ (m) (m) (m) \ / (m) (m) (m) \ 

(45) 

hep 
; c o n s t . r ( x 0 , | ) (k=1,2 ,3) 

f k ( x o ' f 1 ( x o 5 • f 2 ( x o ^'T3 ^ x o 0 " f ( ^ ' ' f 2 ( ^ ' ^ 3 ( ^ } ) 
h<p 

< c o n s t , r (x Q ,4 ) (k=1,2 ,3) 
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(m) (m) (m) . 
^ V l ( x o , ' » 2 ^ o ^ ^ ^ o ^ ) - M V ^ V ' ^ V ' ^ M 

maxsup 
j Xo«5 

(m) 
( x o ) " C P á ( x o ) (43) 

( k , 3 = 1 , 2 , J ) , 

Denote by 6(x°,e) the subset of S contained in the ball 
t ( x ° , t ) with the center in x° and with the radius t . Let 
x e f f ( x ° , e ) . We can write (45) in the following way 

(m) 3 (k) f / (m) (m) (m) 

¿r (k) f (m) (m) (m) 
+ a e Z . J N 3 ( ^ . o ^ L v ^ - i (?),<p2 ( o ) + 

( (m) (m) (m) \"| 
- W o ' ^ - l ^ O 5 ' ^ ^ o ^ ( x o V J 3 8 1 + 

5 r (k) 
+
 ae£jNj ( x 0 t ? ; * ) r f k ( x 0 f < P l ( x 0 ) , ? 2 ( x 0 ) f q » 3 ( x 0 ) ) + 

^ L 

^ f / (m) (m) (¡a) \ 

^ r (k) f (m) (m) (m) . 
+ (x 0 , f 5 ae) [ f k ( f ( ? ) , ? 2 (f),<p3 (f)) + 

- ( 0 = 1 , 2 , 3 ) . 

(49) 

(m) 
Since cpj (xQ) tends uniformly to ^ ( x ) x 0 e S and 

(46) , (47) , (48) by (49) f o r i t i s evident that 
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tends uniformly to (xQ) for xQe S and that completes the 
proof of the continuity of the transformation (28). 

L e m m a 2. 
The set {Vj(x0)} (j=1,2,3) is compact. 
Proof. The functions V-j(x0) (j = 1,2,3) are uniformly 

bounded and uniformly continuous for xQs S "because they ful-
fill the Hólder condition with the same exponent and cons-
tant. So the set {lf/j(x0)] compact "by virtue of the theo-
rem of Arzela. 

So, all the assumptions of the Schauder. Theorem [7] are 
satisfied. Thus this theorem implies that there is at least 
one point U* (xQ) ,cp2(x0) ,tpj(xQ)j invariant for the trans-
formation (28). Another words, there exists a function (p"(xQ)= 
= cpüj(xQ)i + q?2 (x0 )3" + cfj(x0)k which is a solution of the sys-
tem (3).. Thus we have proved the following theorem. 

T h e o r e m 
If I,II,III hold and the constant kf is sufficiently 

small and satisfies the inequality (42), then the system (3) 
has at least one solution <p(xQ) = (fy (xQ)i + <¡p2(x0);f + <p̂ (xo)k 
which satisfies the Holder condition with the exponent h<p 
from (27). 

R e m a r k 
It could be proved that each solution of the system (3)is 

also a solution of the problem (1),(2). 
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