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Agnieszka Plucifiska

O PEWNEJ UOGOLNIONEJ POSTACI ROWNAN ROZNICZKOWYCH
W TEORII PROCESOW STOCHASTYCZNYCH I O ZASTOSOWANIACH
TECHNICZNYCH ROZWIAZAN TYCH ROWNAN

Gléwnym celem niniejszej pracy jest podanie rdwnai rdzniczkowych
czgstkowych Kolmogorowa dla niemarkowskich procesdéw, sg to réwnania
(17), (22), (27).Wystgpujace w tych rdwnaniach funkcje F, H s3 dystry-
buantami, f oraz h - gestoSciami, funkcje oznaczone literami a z od-
powiednimi indeksami sg infinitezymalnymi momentami procesu ¥(t) dla
4t > 0} dokladne okres$lenie wszystkich tych funkcji podane jest w spi-
sie oznaczefi,

Podane sg pewne szczegdlne rozwigzania rdéwnania (27) Mianowicie je-
$11 infinitezymalne momenty dane sa wzorami (33), (34), to gestodé f
dana jest wzorem (36), jesli y-x >0 i infinitezymalne momenty dane
sg wzorami (38), (39), to gesto$é f dana jest wzorem (40), Szczegél-
nym przypadkiem gestosci (36) jest gesto$é zmiennych losowych procesu
Wienera,

Kladac x=0, t=const, s=const w (36) i w (40) otrzymujemy gestosé
zmiennej losowej Y czyli odpowiednio funkcje (51) oraz (49). Funkcje
(51) i (49) moga byé réwniez otrzymane® jako rozwigzania uogdlnionej po=
staci réwnania rézniczkowego zwyczajnego Pearsona; funkcje (49) otrzy-
mujemy jako rozwiazanie réwnania (48), funkcje (51) - jako rozwigzanie
réwnania (50).

Funkcje (49) i (51) moga byé napisane za pomocg jednego wzoru a
mianowicie wzoru (52), Funkcja (52) jest uogdlnions postacis gestosci
wielu znanych rozkladéw prawdopodobiefistwa, Dla szczegdlnych wartosci
parametréw otrzymujemy jako szczegdlne przypadki gestosci rozkladdws
gamma, chi, chi~kwadrat, Weibulla, wykladniczego, normalnego,Maxwella,

Oméwione sa réizne przyklady zastosowah funkcji (52) do =zagadnief
technicznych w szczegélnofci zastosowah w teoril niezawodnosbci,
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2 A.Plucinska

SPIS OZNACZEN

Wektor losowys Y(t) = [Y'l(t)’ cee Yn(t)].
Dystrybuanty warunkowe
F(5,%,t,7) = P[Y,](t)<y1,..., T, () <y,|¥(6) = i] dla O<s<t

-i, Y(r) = 2]

H(8,%,7yZy5,5) = P[T1(6)<Tq000,% () <3 | T(a)

dla O<s<r<t
Gestoscl warunkowe

3n'F(SL}—:,t,§) ,

f(s'iotvi) =
ay4 ese ayn

h(s,X,r,z,t,7) = anH(s,i,r,E,t,i) .
ayz‘ seo ayn

Infinitezymalne momenty

F = . 1 = -
a’(l,:i). (8,%) = %g._@o s f(yi-xi)F(s,x,s+ As,dy)

|5-%[<d

a3 i,j(s,x) = %;Lx.n %g' f (yi—xi)(yj—xj)F(s,i,s+ As,dy)
|7-l<6

(") (5,X,t,2) = 1lim Z’lE / (yi-zi)h(s,i,t,z,twt,y)di ,
y-z|<d

aéli{%;:j(s,:‘c.t,z).—. g.éi._lgog—t f(yi—zi)(yj-zj)h(s,i,t,i,t-fAt,ir)dSi,

|F-2|<d

aéﬁlq(S.x,t.Z) = %}Eo ’LE f(y-z)Zk-qh(s,x,t,z,mAt,y)dy,
(%) |y-2z|<d

(H) 1

/(y-z)zkh(s,x,t,z,t+ 4%,7)dy.
|y-~z|<¢
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0 pewnej uogdlnionej postaci réwnah rdéiniczkowych 3

10 Uwagl wstepne

Celem niniejszej pracy Jjest syntetyczne przedstawienie wy-
nikéw zawartych w publikacjach autorki [1] - [6] oraz podanie
pewnych uogbdlnien niektéryeh wynikdéw tych prac.

W pracy omawiane sg zagadnienia zwigzane z réwnaniami réz-
niczkowymi czgstkowymi Koimogorowa dla niemarkowskich proce-
séw, Podana jest pewna wazna z punktu widzenia zastosowah fun-
kcja bedagca rozwigzaniem tych réwnah i dla ustalonej wartosci
parametru czasowego bedgca rozwigzaniem uogdlnionej postaci
réwnania roézniczkowego zwyczajnego Pearsona. Ponadto wskazane
sa konkretne przyktady zastosowal tej funkcjl w teorii nieza—~
wodnosci.,

Zagadnienia zwigzane z rdéwnaniami Kotmogorowa dla proce-
sé4w markowskich byiy tematem wielu publikacji. Réwnania te
wraz z licznymi zastosowaniami podane sg na przykiad w pra-
cach-[?], [8], [9]. Uogdélnienie tych réwnah na przypadek zto-
zonych procesdw Markowa tzn., takich, Ze stan procesu w danej
chwili zalezy od standéw w n chwilach poprzednich podane jest
W pracy [10]. W monografii [11] réwnania Kormogorawa dla pro-
cesdéw markowskich rozwazane sg w oparciu o teorie péi-grup o~
peratorow,

Glownym celem niniejszej pracy jest podanie réwnaihr Koimo-
gorowa. dla przypadku procesu, ktéry nie musi spetniaé warun-
ku Markowa., Zatozenie, Ze proces jest procesem Markowa Jest
silnym za*oZeniem i wiadomo, 2e bardzo wiele rozwazZanych w
praktyce proceséw nie moze byé traktowanych jako procesy Mar-
kowa,

Uzyskane wyniki beds pordéwnywane ze znanymi wynikami dla
procesé/w markowskich. Dla utatwienia zestawien zostang wige
najplerw podane réwnania Kolmogorowa dla procesdw markowskich

2° Réwnanig résmiczkowe czgstkowe Kolmogorowa dla markow-
skich proceséw,

Réwnania te dla markvwskich proceséw zostaly podane przez
Kotmogorowa w pracy [12] i jak to juz zostato zaznaczone, za-
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4 A.Plucifiska

gadnienia zwigzane z nimi dbyty tematem wielu publikacji. Aby
napisaé¢ te réwnania trzeba wprowadzié pewne podstawowe ozna-~
czenias

Niech f-(?) dla t > 0 bedzie n-wymiarowym wektorem lo-
sowym

(%) = [11(6),...,T (8],

gdzie Y, (t) sg dla k = 1,2,...,n procesami stochastycznymi
Markowa, z ktérych kazdy przyjmuje wartosci z przedzisiu licz-
bowego Ik' Niech I* bedzie iloczynem kartezjahskim przedzia-
% 6w I, tzn.

I* = Itlxo--xI

n

Oznaczmy przez X, ¥y, z n-wymiarowe wektory o wspéirzed-
nych rzeczywistych

X

[xq9ee09%, ]

y [319'--9yn]

zZ = [Z1,...,Zn]

za$§ przez F dystrgbuante warunkowa w n-wymiarowej przestrzeni
Euklidesowej g(n

F(8,%,t,3) = P[L(6)<Tqp00a,Lp(6) <y |T(5) =] (1)
dla 0 < s<%

Niech dla dowolnego ¢ > O istnieja granice

:ALiEO 'A% f F(s,X,8+0s,dy) = O, (2)
s |5-%|>6
L %,5 + 48,d7) = a{’{(s,%), (3)
%}_11.10 is (yi-xi)F(s,x, + As,dy) = a,],i(s,x , (3
|5-%/<d

i = 1,.00,11,
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0 pewnej uogdlnionej postaci réwnaf réiniczkowych 5

Hm - zg / (yi-xi)(yj-xj)F(s,x S+As,dy)-a2(Fi 3(s9%) (4)
Iy-
1,5 = 1yeee,n,
przy czym zbieznosé we wzorach (2) -(4) jest jednostajna wzgle-
dem X,
Niech

£(8,%,t,7) = %n%q(i-i-ig{‘él . (5)

n

Wéwezas przy pewnych zalozeniach dotyczacych regularnosci
funkcji sprecyzowanych np. w pracy [9] speknione sg réwnania
rézniczkowe czgstkowe Kolmogorowa

aF(sg,t,‘z) + Zn: a(F)(s %) F(S,x,t,y)
T

1 < (F —\8°P(5,%,5,3)
tz Z aé,:{,j(s,x) FXS xx;t_; =0, ©)

2leged) o 50 [ofF)(5,5)20,%, 5,5+

n 2
-3 > 2 [afF) e e5) 0. (®)
n i jr t At

Na to aby speinione byzo roéwnanie (6) nie jest oczywiscie
potrzebne istnienie gestosci (5). Réwnania (6), (7) nazywaja
si¢ réwnaniami retrospektywnymi. Réwnanie (8) nazywa sie rbw-—

naniem prospektywnym., Réwnanie (6) wyprowadza sie¢ w oparciu o
réwnanie Chapmsna- Koimogorowa dla dystrybuant

- 53 =



6 A.Plucifiska

P(s,%,5,5) = | Fle,%,7,d8)F(x,2,5,9). (9)
J‘
Réwnania (7), (8) - w oparciu o réwnanie Chapmana-Kotmo-
gorowa dla gegstosel

£(s,%,t,3) = ff(s,;c,r,mf(r,z,t,y)dz . (10)
Jl

3° Réwnania rézniozkowe czgstkowe Koimogorowa dla niemar-
kowskich proceséw.

Niech analogicznie jak w 2° Y(t) bedzie n-wymiarowym wek-
torem losowym ale nieAzakladamy, %ze sktadowe sg procesami Mar-
kowa, Niech F bedzie dystrybuanta warunkowg okreslong przez
(1) zaé H dystrybuantq warunkowsg rzedu drugiego tzn.

H(S,%,TyZ,t,F) = P[Y,‘(t)<y1,...,Yn(t.)< yn|TG)=§c,Y(_r)=E]_('M)

Nalezy zaznaczyé, ze funkcja H(s,X,r,z,t,§) jest nieokre~-
$lona w zbiorze Us 8=ry X # Zy bowiem s=r, X, # Zy dla ja-
kiegokolwiek k (k=1,...,n) oznaczaloby natozenie sprzecznych
warunkéw w (11). Wszystkie dalsze rozwazania dotycza obszaru
nie zawierajgcego zbioru U,

Przy zatozenlu wtasnosSci Markowa petna struktura probabi-
listyczna procesu jest wyznaczona przez rozktad poczatkowy i
prawdopodobiehstwa warunkowe rzedu pierwszego (vide praca[ﬁﬂ)
tzn, prawdopodobieristwa postaci (1), Jesli nie zakladamy wta-
snosci Markowa prawdopodobiehstwa warunkowe . rzeddéw wyzszych
(we wzorze (11) wystepuje prawdopodobiedstwo warunkowe rzedu
drugiego) nie redukujg sie do prawdopodobienstw rzedu pierw~
szego, tym samym funkcje (1), (11) daja tylko czesciowg infor-
macje o procesie. (MoZna tu odwotaé sie¢ na przykiad do naste-
pujscej analogiis podanie wartodci momentdédw dwéch pierwszych
rzeddéw nie wyznacza rozktadu zmienne]j losowe], podanie warto-
éci tych momentéw jest tylko czeSciowa informac;jg o zmienne
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0 pewnej uogdlnionej postaci réwnahd rézniczkowych ]

losowej, niemniej jednak w wielu zagadnieniach wykorzystuje
sig¢ tylko te informacje).
Z (1) (11) wynika, ze

F(8,X,t,5) = f H(s,X,742,5,7)F(s,X,r,dZ). (12)
b :
Zaleznoéé (12) jest uogdlnieniem réwnania  Chapmana~Kot-
mogorowa (9) na przypadek procesdéw, ktére nie muszg spetniaé
warunku Markowa. Zaleznoéé pierwszego czynnika pod caltka od
s,X we wzorze (12) wskazuje na niespeinienie warunku Markowa
(vide praca [14]).
Udowodnimy nastepujgce
Twierdzenie 1., Jesli dla dowolnego d>0,jedno~
stajnie wzgledem X
%3.20 A—; f F(s,X,s+ls,dz) = O, (13)
|Z-%| >d

1im 2 f (z4-x, )F(s,%,s5+ As,dZ) = a,gb:g_(s,i) y  (14)

2s-0 48 _ 4
s |Z-%|<d
131,000911’
2 f (2,-%, ) (2.~ )P (s, %, e+08,d8) = alF) .(s;%) (15)
as=0 48 17FINBGTEGIEIS Xy 2HAS,00) = 8 4 515y
|z-Z|<d
1y3=19ee09ny
dla kazdego i1,j istniejs ciggle pochodne czgstkowe (1)

3 - - .= 3 - == 2 o
37 H(syX,1,2,%,3), —a—z—l H(s,x,r,z,t,y),%azjﬂ(s‘,x,r,z,t,y)
to speinione jest réwnanie rézniczkowe czgstkowe

n
o B, E,E53) |+ 3 aff)(s,%) 55H(s,%,5,5,5,3) (1)
i=1

r=s Z=X
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8 A.Plucifiska

Ne

+
[\V1

F = ) = = L=
aé,i’j(s,x)-522—523H(s,x,s,z,t,y =0,
Lj=1 7
Pochodne wystepujace we wzorze (17) nalesy rozumieé jako
granice

32-H(s,%,5,2,5,5)| = 1im 5o H(s,%,st 4s,7,5,5)
i As—0 i

z=X Z=X

0 - =, =
aziaZjH(spxrs!z’toy) _ As=o 0z

2
= lim EE—QEE—H(S,E,S+AS,Z,t,§
z=% J Z=X.

Konieczno$é wyjasnienia oznaczef tych symboli wigze si¢ z
faktem, ze funkcja H jest nieokreslona w zbiorze U,
Dowéd twierdzenia 1, Zauwazmy, Ze

H(s,%,5,%,5,5) = B[T,(5)< 3,000, Ty (6) <7, | T(o)=E, T(8)=% ] =

- P[Y,](t)<y,l,...,Yn(t)<ynlf(§)=i] = F(s,%,t,7). (18)

Rozwijajgc funkcje H wediug wzoru Taylora i korzystajac
z uogdlnionei postaci réwnania Chapmana—-Koimogorowa (12) o-
trzymujeny

F(r- 4r,X%,t,5) = fH(r- Ar,X,r,2,%,7)F(r- Ar,X,r,dz2) =
]d

n
= fJH(r-Ar,i,r,i,tﬁHZ(zi-xi)%ﬂ(r-dr,i,r.i,t.i)l _+
=1 1 &=x

1Z=%l< Z

1N 32 o
+3 Z R E P TR G ERAR Y I
L= _
=X
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O pewnej uogélnionej postaci rdéwnad rdéizniczkowych 9

[1 + 0(2_2)2] } F(r- Ar,x,r,4z) + o(Ar) . (19)

Ze wzoréw (18) i (19) wynika, ze

Z_r [H(r- Ar,%,7,%,t,5) - H(r- Ar,X,r- Ar,i,t,i)]-l- (20)

+ 3'1; i‘% H(r=- Ar,X,r,2,%,3) f(z ~x; )F(r-Ar,%,r42)+
i=1 i
=% |Z-%|<d
< 2
+ 57 21‘ Z W’za H(r-Ar,X,r,2,%,5) x
=1 1 %3 5%

Y- P 2. p.dz) + 2B) _
j[’l + 0(Z=-X) ](zi xi)(zj-xJ)F(r- Ar,X,r,4z) + Ao = 0.
|z~ |<d
Przechodzgc we wzorze (20) do granicy przy Ar—0 i u-

wzgledniajge (14), (15) otrzymujemy (17) cnd.
Jedli dodatkowo zatofymy, Ze istnieje gestosé

3% (s, y6,7)
ST @)

h(S,i,I‘,E,t,?) =

to rdézniczkujac stronami (17) wzgledem Tqreees¥p i zaktadajge
ciggtosé odpowiednich pochodnych czgstkowych otrzymujemy roéw-—
nanie rézniczkowe dla gestosci (przy analogicznym,jak we wzo-
rze (17) rozumieniu symboli pochodnych)

n
aar h(s,%,r,X,t,7) = E a,EF:)L(s x)-a?h(s X9842,5,7)
I'=s z=X%X
n
2 = - —
1 () =y 0°h(5,%,5,2,45,F) (2
+ = ! . (8,X) 3 K9S5¢Z240C, 2)
2 ; 201,31 9z; 0z Z=% .

Réwnanie (22) zostalo wyprowadzone w pracy ['I] dla przy-
padku n = 1, Podany tam dowdéd przebiega podobnie jak, podany
w niniejszej pracy szkicowo, dowdd twierdzenia 1.
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10 A.Plucifiska

Réwnania (17) i (22) sa odpowiednikami réwnad Koimogoro=-
wa retrospekbtywnych., Istnieje rdwniez dla procesdéw nie spel-
niajgcych warunku Markowa odpowiednik rdéwnah Kolmogorowa pro-
spektywnych., A mianowicie zaktadajgc istnienie gestosci (21)

mozna udowodnié,
Twierdzendie 2, Jezeli dla kazdego J¢> 0O jedno-

stajnie wzgledem 2

%}EO Zl.b' /h(syi’tozyt"' 8,7) &4y = 0O, (23)

|z-5|>¢

1im E /(5 1721 )0(8,X, t,2,t+ At,7)dF = a1( )(s,i,t.i). (24)

at—=0
|2-Fl<d
%&90 %E- ‘[ (yi i)(y =2 5 )h(s,X,t,Z,5+ At,7)dF =
|2-3|<d
H - . =
= aé’i’j(s,x,t,z) (25)
i,j,=1,ooo ,n
istniejg ciggte pochodne czastkowe : (26)

35 (8,5, 6,905 2 (e,2,5,92(5,2,5,9)

2
ayz ay [a2 i, J(s’x 5,5)£(s,%,t QY)] 1,5=1ys00yn

woéwezas spetnione jest rdéwnanie rdgniczkowe czastkowe

% f(s,i,t,i) +iayi[a»gHi(Sviotoy)f(Soittvi)] =

UZ_ W [ (2Hj_ 5 (89%,%,7)2(s,X t,y)] (27)
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0 pewnej uogélnionej postaci réwnaA rdézniczkowych 11

Twierdzenie 2 udowodnione byto w pracy [2] dla przypadku
n=1., Dowéd twierdzenia 2 nie zostanie podany, poniewaz dowdd
ten dla przypadku dowolnego skonczonego n przebiega podobnie
jak dla przypadku n=1 i modyfikacje sa analogiczne.-jak przy
przytoczonym juz uogdlnieniu twierdzenia 1 na przypadek dowol-
nego skoiczonego n.

Réwnanie (27) rzedu drugiego zawierajace momenty infini-
tezymalne rzedu pierwszego i drugiego mosna dla n=1 uogdlnié
na przypadek réwnania rzedu wyzszego niz drugi zawierajacego
infinitezymalne momenty rzedu wyzszego niz drugl. A mianowi-
cie metodg indukcji mozna udowodnié (patrz praca [1]).

Twierdzenie 3, Jesli dla dowolnego d>0 i dla
wszystkich k € m Jjednostajnie wzgledem Z

2
um (A:)k f (7-2)°% n(s,x,t,2,6+ At,y)dy = O , (28)
[3-2|>d
1 2k-1 H
At—0 (At)k / (y-2) h(S,x,‘b,Z,'b+A‘b,y)dy=a_2k_,](s,x,t,z),(29)
|y-z|<d

in (ﬁ? | / (Zzﬁkh(s.x,t.z.tm-y)as = a{i) (s,%,5,2),(30)
y-z|

przy czym szybkodé zbieznosci we wzorach (28) - (30) jest ta-
ka, 2e dla k< m

j(y-z)‘?k h(s,i,t,z,t+At,y)dy = o(At)®, (28)
|y-2l>d

f (y-2 )2k h(s,x,t,2,5+ At,y)dy =
|y-2|<d

= at* aﬁk_1(SOx9tpz)+ o(at)® ’ (29)
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12 A.Plucifiska

(y-z)2k h(s,x,t,z,t+ At,y)dy = Atkaak(s,x,t,z)+o(At}aGd)
| y-zl<d

istnieja ciggte pochodne czgstkowe (31)

g;i-f(s,x,t,y)v g;zg{azk(s,x,t,y)f(s,x,t,y)],

921 r g
g;EE:T [azk_1(s,x,t,y)f(s,x,t,y)], k=1,2y0..,0

to dla dowolnegc m naturalnego speinione jest réwnanie rézni-
czkowe czagstkowe

am
%"nj at_mf(syx’th) +

a2m—’l
+ (2m11)! ayam"‘ [aéilq(S.X.t,y)f(s,x,t,y)] =

2m
= (2;)! aBZm [aég)(s,x,t,y)f(s,x,t,y)] . (32)

Podstawowym zagadnieniem zwigzanym z rdéwnaniami Kotmogo-
rowa jest znajdowanie dystrybuant wzglednie gestosci przy za-
danej postaci infinitezymalnych momentéw (patrz praca [7]).

Zauwazmy, Ze rozwigzaniem rdéwnania rebrospektywnego (17)
jest funkcja H(s,X%,s,%,t,¥) czyli Jjako rozwiazanie réwnania
(17) otrzymuje'sie funkeje¢ F(s,X,t,¥). Poniewaz wspbiczynni-

kami w réwnaniach (6) i (17) sg te same funkcje a%?i, aéF% 39
| At

zatem kohcowy wynlk rozwigzywania rdéwnania (6) i réwnania (17)
jest taki sam liczbowo, ale do uzyskania réwnania (17) nie by-

ta wymagana wiasnos$é Markowa.
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O pewnej uogblnionej postaci réwnaf rézniczkowych 13

Innego typu analogia zachodzi pomiedzy réwnaniami prospe-
ktywnymi (8) i (27). W obu tych réwnaniach wystepuje ta sama
funkcja f£(s,x t,y) zaé wspdtcezynniki sg résne. W réwnaniu (8)
?Hnlml funkcge aqFl, aéFi ;W réwnaniu (27) sag nimi funkcje

,i ,32 1 ,3° Rozw1azan1a rownanla (8) mogg byé traktowane ja-
ko szczegoine przypadki rozwigzah réwnania (27).Dla przykiadu
niech n=1, proces Y(t) bedzie jednorodny w czasie i przestrze-

ni i niech

agH)(S,X.t,y) =2+—g'2|y-xp'p sgn(y-x), (33)
aéH) (s,x,t,y) = % Iy-xlz—P ’ (34)

przy czym d >0, p-liczba naturalna y#x.

Podstawiajgc
v:l_u{.le -t;_s_-[-
(t~g) /P’ )

~g )
i korzystajac z metody rozdzielenia zmiennych sprowadzamy roéw=-
nanie (27) do postaci (patrz praca [2])
1=p 2=p !
(v=av "F)f (v) + v©F £4(v) = 0, (35)

gdzie
fi(v) = /P f(r,v).

Réwnanie (35) jest réwnaniem rézniczkowym zwyczajnym rze-
du pierwszego. Rozwigzujac réwnanie (35) otrzymujemy nastepu-
jate rozwigzanie réwnania (27) bedgce gestoscig prawdopodobieh-
stwa

£(s,%,t,3) = —2 L ['y'x' ]derp - 1['—31-—]1) (36)
,” 2 ( 1)(t -s)1/P [ (¢ s)’l/p P (17-:3)"/p
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Przyjmujge w (33), (34) 4 = 0, p = 2 otrzymujemy

a{® (s,x,5,7) = 0
aéH)(Sfxtth) =1,

czyli infinitezymalne momenty sa statymi, na ich wartodé nie
majg wpiywu stany procesu w chwilach s, t a wigc przyjmujac w
(24) 1 (25) s =%, z =X i korzystajac 2z (18) otrzymuje~
my

ang)(soxvt1Y) = a'gF)(t,y) =0

aéﬁ)(s,x,t,y) = az(F) T,y = 1

zaé funkcja ffs,x,t,y) przyjmuje postaé

2
f(8,X,t,y) = V_ﬁ—_:s_) exp[-% ({:—ls:)—}. (37)

Funkcja (37) jest gestoscis zmiennych losowych procesu Wie~
nera, ktérg otrzymuje sie jako rozwigzanie réwnania (8).A wige
istotnie rozwiazanie réwnania (8) okazato sig szczegdlnym
przypadkiem (dla szczegdlnych wartosci parametrdw) rozwigzania
réwnania (27).

Jesli y=x>0 1

argﬂ) (8y%,t,3) = g‘+—g—-‘2(y—x)1—P (38)
a{f) (s,x,t,5) = %(y-X)z"P (39)
to
p-i-d d 3o}
f(s,x,%t, = 2 I=X - 1 =X €T
(s,x,t,¥) f‘(d%‘ (t_s)’l/p [(t_s)’l/p]exp D [(_%7_17-‘5) P] | )
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0 pewnej uogdlnionej postaci réwnah rézniczkowych 15

Mozna udowodnié (patrz praca [2]), %e przy pewnych dodat-
kowych zalozeniach funkcja (40) jest jedynym rozwigzaniemréw--
nania (27),.

Podstawowym zagadnieniem zwigzanym z rdédwnaniami Koimogo-
rowa jest, jak zostato to juZ poprzednioc zaznaczone,znajdowa-
nie dystrybuant czy gestoéci majqc zadang postaé infinitezy-
malnych momentéw,

Jesli nie zaktadamy wtasnosci Markowa,to z rdéwnaniami (27)
i (32) wigse sie réwniez nasbepujgce odwrotne zagadnienies: ma-
jac dang funkcje f wyznaczyé infinitezymalne momenty aéH)(k=
=1,...,0) odpowiadajgce funkcji h. Czyli majgc zadana funkcje
f wyznaczamy pewne wielkosci charakteryzujgce funkecje h,Niech
n=1. Wstawiajac do (32) zadang postaé funkcji f otrzymujemy
réwnanie rézniczkowe, ktére dla ustalonego m muszg spetniaé
infinitezymalne momenty aéﬁzq, azﬁ). Dla ustalonego m w <Tbéw-
néniu (32) wystepuja dwie niewiadome funkcje aégz,], aég) s
funkeji tych bez dodatkowych zalozeh nie mozZna  wyznaczyé w
sposéb jednoznaczny. Ale wprowadzajgc dodatkowe zatoZenia mo-
semy wyznaczaé postalé infinitezymalnych momentéw, Na przykiad
zakladajac, ze Y(t) jest grocesem jednorodnym w.czasie i prze-
strzeni, funkcje agHz aéH nie zalezg od czasu,funkecja £ da-
na jest wzorem (%6), mozne udowodnié (patrz praca [1]),ze wow-
czas agH), aZH) sg dane wzoraml (33), (34).

Zadanie wyznaczania z réwnah Kolmogorowa infinitezymal-
nych momentéw majgc zadang gestosé w przypadku procesu Marko-
wa jest trywlialne, bowiem momenty infinitezymalne mozna wéw-
czas obliczyé po prostu z ich okreslenia czyli ze wzoréw (3),
(4), Zadanie to ma istotny sens jedynie w odniesieniu do szer-
szej klasy proceséw a misnowicie w odniesieniu do niemarkow-—
skich procesdw,

4°, Zwiazki pomiedzy infinitezymalnymi operatorami a in-
finitezymalnymi momentami,

Niech g(x) bedzie cigglg funkcjg okreslona w przedziale I.
Niech Y(t) bedzie jednorodnym w czasie procesem Markowa, Wéw-
ozas infinitezymalnym operatorem funkcji F (infinitezymalnym
operatorem procesu Markowa jest (patrz praca [11], [15]).
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16 . A.Plucifiska

Jfg(y)ch, bt,d3)-g(x)
T Tpp 8 = &

— = - 41
At At—0 At (#1)

(®) .
=1
A g(x) A}mo

Przeksztatcenia T ‘tworzg w przypadku procesdéw markow-
skich pdkgrupe.

Okre$lenie przeksztalcenia (41) moZemy zachowaé nie zakta-
dajac wiasnosci Markowa (przeksztalcenia -TA nie beda two-
rzyé péigrupy). Ponadto okreslmy infinitezymalny operator A‘H

funkeji H dla procesu jednorodnego w czasie w nastepujacy spo-

at

s6b
Jf g(x,t,y)H(x,t,2z, Ot,4y)-g(x,t,2)

(H) _ I
A g(x,t,z) = %'-:LEO Y (42)

Nie zakladajac wtasnosSci Markowa mozna wyprowadzié naste-
pujace zwigzki pomiedzy infinitezymalnymi operatorami a infi-
nitezymalnymi momentami

1®g(x) = g’ @alP @) + 3 " @alF ),  (13)
A(H)g(x,t,z) = g;(x,t,z)agH)(x,t,z)+ % g;z(x,t,z)aéH)(x,t,z)

(44}

Wzory te mozna wyprowadzié metoda analogiczng jak w pracy
[1], przy czym w pracy [1] zaktadane byto dodacvkowo istnienie
gestosci czyli pochodnej funkcji F,

5° Uogélniona postaé réwnania rézniczkowego Pearsona.

Punkcje (36) i (40) zostaty uzyskane jako rozwigzania réw-
nah rézniczkowych czgstkowych, Natdzmy warunek

s = const, t = const, x =0 (45)
i oznaczmy t - s = aP.
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O pewnej uogélnionej postaci rdéwnani rézniczkowych 17

Wowezas funkcje (36) i (40) sa gestoscilami zmiennej loso-
wej Y. Etapem prowadzacym do uzyskania funkcji (36) bylo réw-
nanie (35). Réwnanie (35) jest rdéwnaniem rézniczkowym zwyczaj-
nym, liniowym, rzedu pierwszego a wigc jest analogicznego ty-
pu jak réwnanie rézniczkowe Pearsona, ktérego rozwigzania sg
gestosciami dosé szerokiej klasy zmiennych losowych. Réwnanie
résniczkowe Pearsona, jak wiadomo ma postaé (vide praca [16])

£(y) = —TZG) (46)
b°+b1y+b2y

Przy czym wspbiczynniki c, bo’ bq, b2 moZna wyrazié przez
momenty m = E(Yk) zmiennej losowej Y. Zalezno$ci pomigdzy mo-
mentami m a wspdtczynnikami c, bo’ bq, b2 sg dane rdwnania-
mi

(¢ + by)m, + (2by + 1)my = O 1

bomo(c + 2b,])m1 + (3‘02 + 1)m2 =0

{
(@)

2‘00m,l +{c + 3b1)m2'+ (4b2 + ’l)m3 = (47)

3b,m, +(c + Ll-b,l)m3 + (5b2 + '\)m.4 0.

7 rbéwnania (46) nie mozna otrzymaé wszystkich (dla wszyst-
kich dopuszczalnych wartosci parametréw) gestosci (40).

Rozwazmy nieco ogdélniejszg niz (46) postaé rdéwnania rodz-
niczkowego, a mianowicie rozwazmy rdwnanie

£(y) = _ﬁﬁﬂlﬂ}’)_z (48)
bo + bqy + b2y
gdzie
p - liczba naturalna,
Wspétczynniki c,b_,b,,b, Wystepujace w réwnaniu (48) moz-
na réwnies dla ustalonego p wyrazié przez momenty mk.Pomiedzy
wspbiczynnikami ¢,b,ybq1,by a momentami m, zachodzg zwigzki
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18 A.Plucifska

(¢ + b,l)mo + 2bymy + m, = 0

bm,+ (c + 2b1)m1 + 3b2m2 + mp+1 =0

u
(@)

2b m,+ (¢ + 3b4)m2 + 4-b2m3 I
3b my+ (c + 4b,|)m5 + 5bom, + B3 = 0.

Jeéli przyjmiemy w réwnaniu (48) b, = by = 0,t0 otrzymamy
réwnanie, ktérego jedynym rozwigzaniem bedgcym gestoscig jest
dlay >0

r;_—d y d 1y P
£(y) = ﬁgﬂ;(a) exP{‘ I—,(a) }’ (49)
P

przy czym zostaly wprowadzone oznaczenia %— = d, b1 = -aP,

1
Analogicznie rozwazajgc réwnanie
D
£ (y) = LB+ ME@), ogry a1a 340 (50)
bo + b1y + b2y
i przyjmujgc oznaczenia %— =4, bq = -a® oraz warunek bo =
= b2 = 0 otftrzymujemy rozwigzanie
p-i-d B
P D
Lﬂ) _ﬂ(l_zl)
f(y)=2r_%_a(a expi= 5 (%5 | [ (51)

6°, Pewna uogélniona postaé gestosci zmiennej losowe] 1
jej zastosowania techniczne.

Funkcja (49) rozwazana jest dla dodatnich wartosci argu-
mentu y, funkcja (51) dla wszystkich wartosol argumentu y rés-
nych od zera, Zauwaszmy, Ze oble te funkecje mozna napisaé za
pomocg jednego wzoru a mianowicie wzoru
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-1-d
£@F3) = () 35 ﬁmﬁ(%qd “‘P[’%(%l)p} *

P

p-1-D

D
+10) 355 ﬁﬁﬁ @) e[-367] (52)
p

przy c¢zym a>0, A>0, 4>0, D3>0, p>0, ¢ oraz C sg ta-
kie by £(y) byto gestoscia zas n(y) jest funkecjg skoku je-
dnostkowego dang wzorem

dla y>o0

n(y) = dla y =0

O R A

dla y <0.

Funkcja (52) zawiera jako szczegblne przypadki gestoscl
wielu znanych rozkladéw prawdopodobienstwa.Zauwazmy bowlem,ze
przyjmujac ¢ = O otrzymujemy gestosé uogdlnionego rozktadu
gamma (vide praca [17]), ktérego szczegbdlnymli przypadkami sg
rozktady gamma, chi, chi~kwadrat, wykiadniczy, Weibulls,

a=A, d=D=0, ¢ =C, p=2 otrzymujemy rozktad normalny
a=z=A,d=D=2, 6 =0, p=2 obrzymujenmy rozktad Maxwella.

Funkeje (49) 1 (51) zostaly uzyskane zardwno jako rozwig-
zania réwnah rdzniczkowych czgstkowych jak i zwyczajnych.Ogd-
lnie méwigc badanie wiasnodci funkcji jako rozwigzan zadanych
réwnan rézniczkowych jest wygodng i czesto stosowang w mate~
matyce metodg. Za pomocg réwnan rdzniczkowych moZna charakte-
ryzowad przebieg wielu zjawisk.

Niezaleznie ©d powigzan funkcji (52) 2z rozpatrywanymi w
teoril proceséw stochastycznych i rachunku prawdopodobiedstwa
réwnaniami rézniczkowymi mozna podaé rdine zastosowania tech-
niczne funkeji (52) juz nie wigzgce sie bezposrednio z rdéwna-
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20 A.Plucifiska

niami rézniczkowymi. Zastosowania te wigzag sie 2z <faktem, %Ze
wiele zagadnien rachunku prawdopodobiefistwa Tozwigzuje sie mrzy
zatozeniu pewnej szczegdlnej postaci gestosci prawdopdobien-
stwa zmiennej losowej. W zastosowaniach technicznych czestym
zatozeniem jest zatoZenle normalnosci rozktadu prawdopodobiet-
stwa. Jedli zaXozZona postad geétoéci ma. charakter dosé ogdlmy,
to 1 wnioski otrzymywane w rozumowaniach opartych o to 2zato-
zenie majg charakter réwnie ogbdlny. Konstruowanie funkeji o
dosé ogdlnej postaci zaleznej tym samym od wielu parametroéw
jest celowe nie tylko dlatego, Ze za pomocg tej funkcji mozna
badaé tacznie wtasnosci odpowiadajgce dosé szerokie]j klasie
zmiennych losowych, ale réwnieZ jest celowe dlatego, Ze pewne
wystepujace w praktyce rozktady sg bardzo nieregularne 1 do
ich opisu nieodzowne Jest wykorzystywanie funkeji wielo=-para-
metrowych,

Funkcja (52) zostala zastosowana do matematycznego opisu
nastepujacego praktycznego zagadnienia (vide prace [3], [4]).
Cechy elementéw pochodzgcych z masowe] produkcji nie sg &ci-
$le zdeterminowane, ogblnie mdéwige sg to pewne zmienne loso-
we, Otrzymany z produkcji zbidr elementéw jest czesto dzielo-
ny ns klasy o réznej doktadno$ci ze wzgledu na pewng okreslo-~
ng ceche Y tych elementéw, Wewngtrz kazdej z +ych klas inna
jest gestosé prawdopodobienstwa badanej cechy. Srodek nasta-
wienia automatu segregujacego jest zmienng losowg 1 mozZna sie
spodziewaé, %e wartos$é oczekiwana tej zmiennej losowej jest
réwna wartosci oczekiwane] wyjsciowej populacji.Jednakze dla
poszczegdlnych serii produkcji obserwuje sie nieraz duze rés-
nice miedzy wartosciami tych zmiennych losowych, Po selekeji
rozktad badanej cechy jest niesymetryczny.Sprawdzana byta(vi-
de praca [4]) za pomocg testu statystycznego lambda hipoteza,
%Ze niesymetryczny rozktad oporu pewnej goupy opornikéw jest
rozktadem postaci (52).

Rozwasymy teraz pewne wiasnodci funkcji,ktérej argumentami
sg niezalefne zmienne losowe Y., Y,y...,Y, 0 gestosciach (52).

Niech

Z = g(Y,\, Yz,oco,Yn)
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Znajdowanie rozktadu lub przynajmniej tylko parametrdw
zmiennej losowe]j Z przy zadanej postaci runkcjli g jest zagad-
nieniem interesujacym zardéwno z teoretycznego jak i praktycz-
nego punktu widzenia. W odniesieniu do praktyki odpowiada to
na przykiad sytuacji, gdy elementy o cesze Y wchodzg w sktad
pewnego ukladu czy aparatury zas funkcja g opisuje lch lgczne
dziatanie,

Rozwaszymy kilka postaci funkcji g.

Niech

Z = 8(Tqy Yogaeeas¥y) =Yg+ Tp + oo + ¥ (53)

czyli Z jest sumg zmiennych losowych. Zagadnienie badania sum
zmiennych losowych wystepuje na przyktad w elektrotechnice przy
analizie obwoddéw elekbrycznych, Z jest opornoscig lub induk-
cyjnoécig w przypadku szeregowo polaczonych opornikdéw lub ce-
wek za$ pojemnoécia w przypadku rdéwnolegle potrgczonych konden~
satoréw, Zaktadamy, 2e Yq, YZ,...,Yn sg zmiennymi losowymi o
gestosciach (52) przy czym

p=2,¢c=0C,a=4,d=D1id jest liczbg parzystg. (54)

Jezeli dodatkowo przyjmiemy 4 = 2, to gestosé prawdopodo-
bienstwa fn(z) zmienne]j losowej Z okreslonej przez (53) mozna
znalezé jako transformate Fouriera uprzednio obliczonej funk-
¢ji charakterystycznej. Gestosé ta dana jest wzorem (vide pre-

ca [3])

£ n 21 /o5 -1)9
£ (z) Wgﬁ o ¥ ; (' ;(ﬁ)ﬂe(a‘l) f@%’i@)

gdzie Mg jest momentem centralnym rzedu s zmiennej losowe]
Yk(k = 142,...90). Wzory przyblizone dla funkcji fn(z) praw-

dziwe dla dowolnego 4 parzystego, znalezione w oparciu o roz-
winiecie funkcji w szereg Edgewortha maja postaéd
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%y 4
£,(z) = y(z) + [;;z”—;;§ W( )(Z)] +

2
i n2[6!(d+1)5 voie) . m Wyl (59)
~ () I S €
fn(z) = ‘P(Z) [ (d pn Y (Z)] (56)

gdzie
*, - pdéiniezmiennik rzedu r, dg =4+ 1,

_z2
7
e ’

p(z) =

)
::‘_)

Biad, jaki popetniamy stosujgc wzér (55), jest wielkoscia
rzedu -ig, za$ stosujgc wzér (56) - wielkoécig rzedu -12 .
n

Podobng metodsg tzn. korzystajgc z rozwinigcia asymptoty-
cznego Edgewortha moZna znaleté rozktad zmiennej losowej (vi-
de praca [5])

RﬂRQ"'Rn 1

Z = = (57)
Rieoe Fooot «oR 1 1 1
1 Rn-1 e e e R2’ . — =t PP
n R1+ R2+ + R;
oraz
- 1
2 = . [Rk"' JQDLk k)i (58)

gdzie R, L, C, sg zmiennymi losowymi o gestosciach (52) przy
czym parametry przyjmujs wartosdci okreélone przez (54). Punk-—
cje (57) i (58) zwigzane sg z analizg bteddéw uktadu w przypa=—
dku réwnolegle lub szeregowo potgczonych opornikéw,

- 70 -



0 pewnej uogdélnionej postaci réwnan réizniczkowych 23

Rozwazmy bteraz funkcje

i i i
1 2
Z =g(Y1’ Y2,0-0,Yn) = Y,‘ Y2 ...Yn n’

gdzie :L,], i2""’in - state rzeczywiste takie aby Z mialo sens
liczbowy w dziedzinie rzeczywistej, Y,],Y2,...,Yn - zmienne lo-
sowe, 2z ktdérych kazda ma rozktad okreSlony funkcjg rodziny
(52), przy czym gestosé zmiennej losowej Y, zalezy od parame-
tréw majgcych indeks k(k=1,2,4...4n)., Momenty dowolnego rz¢du
zmiennej losowej Z znajdowane przy zastosowaniu funkeji Melli-
na majg postaé (vide praca [4])

] A2rik r 2rik+Dk+’l>
2r °k k Py
EB(Z°7) = +
‘:! Ck+Ck r Dk + 1
Py
. 21':!.k F( 2rik+dk+’l)
Cy k Pk
+
¢ + Cp r <d'k + ’l) Iy
Py
. (2r+1)i, +D, +1
spen . | G 4 BEI r< k& (2r+1)i,
BT )= [] (-1)
k=1 G +Cy F(Dk+1>
Py
(2r+1)1i .
a k l"<(2_r+1)lk + 4 + ’l)
ck pk
Ck-l-Ck dk+'l
: r
Py
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W przytogzonych przyktadach zastosowah omawiane sg pewne
zagadnienia zwigzane z weryfikacjg hipotez dotyczgcych zmien-
nych losowych Y, o gestodoiach (52) oraz zagadnienie doty~
czgce badania rozkiadu wzglednie tylko momentéw funkejl nie-
zalesnych zmiennych losowych Y, o gestosciach (52) w zupeknie
ogblne] postaci lub przy narzuceniu pewnych warunké$w na para-
metry funkeji (52).

Innym zastosowaniom funkcji (52) poswiecona jest praca[6.
W pracy tej badane jest matematyczno~ekonomiczne zagadnienie
takiego doboru N elementéw danego ukkadu, aby caty ukzad miak
meksymalng niezawodnoéé, pod warunkiem, Ze lgczna cena wszyst-
kich elementéw uktadu jest wielkos$cig dang. Podane sg cztery
twierdzenia o podobnym charaskterze, Pierwsze z tych twierdzen
orzekas Jezelli dostatecznie regularna funkcja Z = g(Yq,Yz,...
...,Yn) charakteryzujgca tzczne dziaranie wszystkich elemen-
t0w jest symebryczna wzgledem wszystkich argumentéw i b2 X,
...,Yn 53 niezaleznymi zmiennymi losowymi o gestosciach rodzi-
ny (52) przy czym ¢, = Oy to wariancja zmiennej losowej Z
przyjmuje najmniejsza wartosé, gdy wszystkie N zmienne losowe
Y, maja jednakowe rozkrady. Zakiada sie przy tym do$é ogdlng
postaé ceny poszczegdlnego elementu. Otrzymywany w tym twier—
dzeniu wynik ma charakter zupelnie podobny jak wyniki otrzymy-
wane przy badaniu wiasnoéci ekstremalnych w rozwazaniach ana-
lityczno~geometrycznych takich jak na przykiad maksymalnejwar-
tosci pola wieloboku w zaleZno$ci od jego ksztartu., Tezg oma-
wianego twierdzenia jest fakt, ze extremum zachodzi w przypa-
dku réwnoséci elementdéw okreslonego rodzaju.dest to wynik zgo-
dny z intuicja.
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26 A.Plucifiska

OB AJHOM $OPME IUSOEPEHIIVANHHX YVPABHEHU# B TEOPHH
CTOXACTUYECKMX IIPOUECOB ¥ O TEXHUUECKMIIX IIPVMEHEHWSIX
PEMEHNR 3THX YPABHEHUN

KparTkxoe c O QxepxXaHHEe

I'maBHHM pesyxTaToM sToff paGoTH ABJaeTcA NpelcTaBieHHE ya-
CTHHEX JIAPPepeHNnUATHHX ypaBHeHHIl KoJMoropaBa Jid He-MapKOBCKO-
ro mpomecca; 9TH ypaBHeHUs JaHH ¢opmyaamu (17), (22), (27).
dyuxnuu F, H ABAANTCA yCAOBHHMU JyHKOHAMU paclnpelelenua; f,
h - nyoTHOCTAMU BepOATHOCTH; QYHKOUM a C HHAeKCaMH - HHPUHH-
TesHMaJRHEME MOMeHTaM® opomnecca Y(t).

TouHoe ompejeleHHe BceX 9THX ¢yHKnu#t xaxHo B ykasarteaw obo-
3HayeHnuit.

JanHHe HeKOTOpHe OcOGeHHHEe pemeHHA ypaBHeHHA (27). HUMeHHO
eciu MHQUHUATE3HMAJBHEHE MOMEHTH JanHHe dopmylamu (33), (34) To
OJIOTHOCTE BepOATHOCTH f ZaHa ¢gopuyaoMm (36), ecaw y -— x>0 u
HEPUHHTE 3HMAaJbHHEe MOMEHTH HaHHHe ¢opmyxaamm (38), (39) o nior-
HOCTb BepoaTHocTH f Jaua ¢opMyaoum (40), OcoGeHHHM cayuaeM
¢yuxnuz (36) ABIAeTCA IMIOTHOCTH BOPOATHOCTH Npomecca BHHepa.

Ecau rionoxuM X = O,%t = consty s = const 3 (36) = (40),
rorjga f ABJIAETCA IAOTHOCTK BEPOATHOCTH CAYYAHHOH BeJHUYMEH I
# £ moayuaer COOTBECTBEHHO puxn (51), (49).

oyuxnuz (51) u (49) MOXHO TaxEe NOJYYHTH Kak pPeNEHHUA 0606-
meHHO# PopMH IMPPepeHmHAJHOrO ypaBHeHHs IHpcoHa. dyHrnmuw (49)
OOXyYUM KaKk pemeHue ypaBHenuma (48), ¢yuxouw (51) noxyuum. Kax
pemeHue ypaBHeHus (50).

Oyuxnuu (51) u (49) MORHO mpelcTraBUTH B BHAE OLHOM GOpMy-
aH, HMeHHO ¢opMuau (52). Oyuknus (52) aBagercs 0606menueM He-
KOTOpPHX HM3BECTHHX JyHKUHH pachnpelneleHHA BepOATHOCTH. [Ipunabes
HEKOTOpHe KOHKpDEeTHHe 3HaUYeHUA mapameTrpam, NOJydyaeM B KauyeCTBe
YaCcTHHX CJyvYaeB pacHopefeleHHZ! raMMa, XM, XH-KBajpaT, 9SKCIOO-
HeHNnUaJgHOe, Be#Syaaa, HopMajbHOe, MaKCBeJJIa.

lenune POBIMYHHE OPHMepPH OpEMeHeHu# ¢yuxnuit (52) x rTex-
HUYEeCKHM IpoGieMaM & B OCOGEHHOCTH K BONpOCaM TeODHH HaZExX-
HOCTH.,
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ON A GENERAL FORM OF DIFFERENTIAL EQUATIONS IN THE THEORY
OF STOCHASTIC PROCESSES AND ON TECHNICAL APPLICATIONS
OF THE SOLUTIONS OF THESE EQUATIONS

Summary

The main result of this paper consists in giving partial differen-
tial Kolmogorov equations for non-Markovian stochastic processes, that
is the equations (17), (22), (27). Functions F, H are conditional cu-
mulative distribution functions, f and h - conditional density of pro-
bability, functions a with indices -~ infinitesimal moments of process
Y(t). The exact determining of all these functions is given in the list
of notations,

Special solutions of equation (27) are considered, Namely if the
infinitesimal moments are given by (33) (34), then the density £ isgi-
ven by (36); if y-x>0, the infinitesimal moments are given by (38)
(39) then the density f is given by (40).A special case of density (36)
is the density of Wiener process,

Putting x=0, t=const,s=const in (36) and in (40) we obtain the den-
sity of random variable Y, that is the functions (51), (49)., Functions
(51) and (49) may be also obtained as solutions of a general form of
Pearson differential equation, We obtain function (49) as a solution of
equation (48) and function (51) as a solution of equation (50).

One can express both functions (51) and (49) by one formula, name-
ly the formula (52). The function (52) is a generalization of some
known probability density functions, Certain parameter values yield
known distributions, as e.,g. the Gamma, Chi, Chi-square, exponential,
Weibull, normal and Maxwell distributions,

Different examples of applications of the function (52) in tech-
nic problem in particular in the reliability theory are also discused
here,
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