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Abstract: Although online cloud classroom teaching has
been popular, the current English teaching cloud classroom
has the defects of low information utilization and low infor-
mation acquisition accuracy. To improve the information
utilization and accuracy in teaching, a Chinese and English
text classification algorithm is proposed. The algorithm is
based on an improved Chi-squared test feature selection
(CHD) algorithm. The performance of CHI is optimized by
adding parameters such as word frequency, document cov-
erage, and coefficient of variation to the CHI algorithm.
According to the experimental results, the proposed algo-
rithm achieved a recall of up to 1.0 under the Chinese
dataset. Its accuracy rate was 0.49 higher than traditional
CHIL Under the English dataset, the MO of the proposed
algorithm reached 0.9. The results indicate that the pro-
posed algorithm has reliable classification ability for both
English and Chinese texts and has the potential to be applied
to the English language teaching cloud classroom.

Keywords: English language teaching, text classification,
CHI algorithm, TF-IDF, feature selection

1 Introduction

The Internet era has led to a change in teaching methods,
and Internet-based teaching models are favored by the
community. However, there are a variety of data and infor-
mation in the Internet, such as text, images, sound, and
video. Compared with other information storage modes,
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text is widely used in various application scenarios
because of its fast uploading and downloading speed
and less resource consumption [1]. In text, a variety of
data information is stored. To improve the efficiency of text
resources utilization, text classification techniques have
emerged to improve the accuracy of text data information
acquisition [2]. Text classification techniques can be used for
filtering useless spam, creating digital libraries, and ana-
lyzing the emotional information of individuals [3]. Feature
selection in text classification methods is an important way
to reduce the dimensionality of information, eliminate irre-
levant features, and improve classification accuracy. English
language teaching (ELT) refers to the process of teaching
English to people who are or are not the first language.
English teaching involves a variety of professional theore-
tical knowledge, including linguistics, second-language
acquisition, lexicology, syntax, stylistics, corpus theory,
cognitive psychology, etc. In the application of the ELT
cloud classroom, the relevant Chinese and English text
data also need to be classified and studied [4]. In order
to improve the efficiency of using text data information
and the accuracy of data information acquisition in the
English teaching cloud classroom, the Chi-squared test
feature selection (CHI) method is proposed in this experi-
ment to classify Chinese and English texts. In order to
improve the application of the method, new parameters
are introduced in the experiment for the direction of
improvement and optimization. It is hoped that the opti-
mization and improvement of the CHI feature selection
method will improve the accuracy and application effect
of Chinese and English text classification techniques in
ELT cloud classrooms. The article introduces the process
of the text classification system, starting with the feature
selection algorithm as the improvement direction for the
Chinese English text classification method. The research
improves the efficiency of utilizing text data information in
English teaching cloud classrooms and enhances the accuracy of
Chinese and English text classification. This provides a new
direction for text classification methods in English teaching
cloud classrooms.
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2 Review of the literature

The development of Internet technology has facilitated the
emergence of cloud classrooms. The emergence of cloud
classrooms has broken the limitations of time, space, and
other factors [5]. Users are able to apply the cloud class-
room for online learning and obtain relevant learning
resources from the cloud classroom. Through the cloud
classroom, users can exchange information with teachers
or classmates to build their own set of knowledge struc-
tures. In the cloud classroom, students can use the Internet
technology to study relevant courses. Catechism is one of
the forms of cloud classroom applications. Xie and Mai
improved this traditional teaching method. They analyzed
the teaching needs using artificial intelligence as well as
computer and other technologies. At the same time, they
built a functional module that can be adjusted accordingly
to the teaching effectiveness. The results proved that the
model can effectively achieve the efficiency of English
online teaching [6]. In order to improve the practical effec-
tiveness of cloud classroom teaching, Sarac et al. set up a
set of online teaching evaluations. By scoring information
on students’ performance, participation, and attendance,
teachers were able to control students’ learning in real
time. At the same time, students were able to make timely
adjustments and improvements in their learning methods
based on this information feedback [7]. Researchers
improved the intelligence of the cloud classroom by mining
deeper information, such as user preferences. The introduction
of a recommendation system allowed users to better access
differentiated teaching resources. Additionally, the program
filtered out useless spam, improving the accuracy of the recom-
mendation method [8]. The utilization of cloud technology
provided suitable recommendations for the staff involved.
The technology was able to effectively solve the problems such
as information interruptions during communication, thus
improving the communication services [9]. The development of
cloud technology provided strong technical support for the devel-
opment of cloud classrooms. To analyze the impact of cloud
computing on student performance, researchers collected and
evaluated relevant factors. The relationship between student
achievement and its influencing factors was finally obtained by
establishing a relevant evaluation model [10].

There is a huge amount of data information in Internet
teaching, which cannot be effectively used if it is not rea-
sonably and effectively classified and processed. Therefore,
it is also necessary to choose the appropriate classification
method. In the existing research, decision trees, feature
selection, support vector machine (SVM), and other methods
can achieve accurate classification. To improve the accuracy
as well as the efficiency of the classification model, Nigus
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and Doraiswamy used random forest for information fil-
tering. In the validation of the classification method, the
improved method was able to achieve an accuracy of
more than 99% [11]. However, SVMs and Random Forests
need to be adapted to the appropriate scenario for their
application. Additionally, feature selection is a crucial aspect
of text classification and can be effectively applied in this
field. Pereira et al. improved this method and applied it to
multi-label classification. The experimental results con-
firmed that the improved feature selection method has higher
technical advantages. The method can perform accurate classi-
fication even when the data information increases and its scal-
ability is high [12]. The CHI feature selection method can work
with sparse text features. The study showed that the CHI feature
selection-based text classification method outperforms other
classification methods to some extent. The method exhibited
higher classification accuracy as well as classification perfor-
mance [13]. CHI feature selection was able to classify the fetus
accurately when making the determination of its health level.
The method can obtain the best features that can be used for
the determination of the degree of heart health. In the valida-
tion experiments of accuracy and other indicators, the method
had a high classification effect [14].

Studies have shown that contextualized instruction plays a
pivotal role in language teaching [15]. Therefore, scene classifi-
cation and information extraction are also needed in ELT.
Therefore, feature selection-based Chinese and English text clas-
sification techniques play an important role in ELT. The above
study shows that the feature selection method has a high text
classification effect. To enhance the practicality of Chinese and
English text classification technology in ELT cloud classrooms,
this experiment proposes to use the CHI feature selection
method to classify Chinese and English texts. To enhance the
application of the method, further optimization parameters are
introduced. It is hoped that the optimization and improvement
of the CHI feature selection method can improve the accuracy
and application effect of Chinese and English text classification
techniques in English teaching cloud classrooms.

3 Fusion of improved CHI Chinese
and English text classification
algorithm

3.1 Improved CHI algorithm for feature
words

CHI algorithm, as a statistical-based text classification algo-
rithm, can finely measure the relationship between
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classified categories and feature words and has the char-
acteristics of low complexity and high generalizability [16].
CHI can take into account both local and global features.
However, CHI has non-negligible drawbacks in the prac-
tical application of text classification; first, this algorithm
only takes the document frequency of feature words as the
main judgment element and does not consider the word
frequency and the distribution characteristics of feature
words in the dataset [17]. This calculation method will
give higher weights to low-frequency words, which leads
to low-frequency defects [18]. Under the CHI algorithm, the
CHI values between features and categories need to be
calculated first, as in the following equation:

N(AD - BC)(AD - BC)
(A+C)B+D)A+B)C+D)

CHI(t, G) = (4]

In equation (1), N is the total number of corpus docu-
ments and t is the feature word as the target of calculation.
G represents the jth category. “4, B, C, and D” represent the
four parameters, whose meanings are shown in Figure 1.
When the lexical sequence contains feature ¢ and belongs
to the category-specific category, its parameter is A. When
the lexical sequence contains feature t but does not belong
to the category-specific category, its parameter is B.

For text classification problems, the total amount of
text in their corpus is usually fixed, and therefore cate-
gories in the corpus are also fixed. Parametrically, this
means that both A + C and B + D are fixed values that do
not vary with features. In the calculation of correlation, the
factors that are not related to the object can be omitted, so
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the calculation of CHI values can be simplified to the fol-
lowing equation:

(AD - BC)? x N

CHI(t, G) = A+B)YC+D)

2

In practical text classification tasks, the corpus often
contains plural categories, so the CHI values of object
features corresponding to each category need to be calcu-
lated separately. Thereafter, the CHI value of the feature
for the whole corpus is derived by the maximum value
method, and the process is shown in the following
equation:

1<j<]. (&)

In equation (3), CHI(t) is the CHI value of feature t for
the whole corpus. j represents the total number of cate-
gories. After the maximum value method processing, the
operator needs to set a threshold value, and the feature
items with CHI values greater than this threshold value are
used to construct the feature space. In the process of CHI
value calculation, feature items with negative correlation
may be selected into the feature space because the result is
non-negative, so it is necessary to further determine the
positive and negative correlation. The definition of a posi-
tive correlation between feature t and category is shown in
the following equation:

CHI(t) = max(CHI(t, (})),

(AD - BC? x N

CHIC G) =~ T ByC+ D)

@
AD - BC > 0.

ot belong to
category C;
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Including
feature t A B A+B
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including
feature t C C+D
B+D

Fixed |

Figure 1: Parameter judgment process of the CHI algorithm.
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CHI(t, G;)" represents the CHI value of positive correla-
tion. It is generally believed that the total number of texts
N in a corpus is a constant value. Meanwhile, when calcu-
lating the CHI value, both the document set and category
are determined, so A + C and B + D are also fixed values.
Therefore, these fixed values are independent of feature ¢.
Referring to the idea of the CHI algorithm, parameters that
are independent of feature ¢ can be ignored. Therefore, the
calculation method of the CHI algorithm can be changed to
the following equation. The definition of negative correla-
tion differs from positive correlation in terms of parameter
handling, as shown in the following equation:

_(AD-BCRxN
CHIC G = By Cc+ D) 5)
AD - BC < 0.

In equation (5), CHI(t, C;)” represents the negative cor-
relation CHI value. Based on the positive and negative
correlation formulas, it is possible to make initial improve-
ments to the process of calculating CHI values, as shown in
the following equation:

CHI(t, Gj) = a x CHI(t, G)* + (1 - a)CHI(t, G).  (6)

In equation (6), a is the weight parameter, which can
adjust the importance of parameters, indicating the emphasis
on different indicators, and the value range is usually between
(0.5, 1). To prevent parameters from excessively influencing
the model, their values are set to a maximum of 0.8 in the
experiment. To determine whether the features can repre-
sent their categories, the inclusion of document coverage is
chosen for judgment. To construct the document coverage
judgment index, three different feature terms tI, tII, and tIII
are assumed here, while two categories exist in the corpus,
and the relationship between them is shown in Table 1.
According to the formula of CHI value, the CHI values of
the three feature items are 8, 100, 400, and 100, respectively,
so the category differentiation ability of the three features
under this assumption is ranked as tI > tII > tIII.

According to the ranking results of feature terms in
Table 1, the value of parameter A is proportional to the
classification ability of features, and the value of para-
meter B is inversely proportional to the classification
ability of features. Based on this law, a document coverage
index is constructed, and the value of this index is propor-
tional to the classification ability of features, as shown in
the following equation:

B = A*/(1 + B). @)

In equation (6), S is the document coverage, and the
higher the value of this metric, the more representative
the corresponding feature is of its category. Although the
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Table 1: Distribution of features in corpus
Feature\Category Belong Not belong  Total

tI Included A=95 B=5 A+ B=100
Excluded C=200 D =200 C+ D =400
Total A+(C=295 B+D=205 —

tiI Included A =60 B =40 A+ B =100
Excluded =200 D =200 C+ D =400
Total A+C=260 B+D=240 —

tIII Included A=45 B =55 A+ B=100
Excluded C=200 D =200 C+ D =400
Total A+(C=245 B+D=255 -

document coverage is representative, it is not comprehen-
sive because its value considers the document frequency of
the feature item’s occurrence and does not consider the word
frequency of the feature words. Word frequency is another
important indicator to judge the value of feature items, as
shown in Figure 2. Even if a feature item has the same number
of texts in two different categories with the same total number
of texts, its word frequency may still be different. A higher
word frequency means that the feature item has a higher
proportion and representation in the category.

When performing a classification task with multiple
texts, the feature terms used for differentiation should
have the highest possible word frequency. A parameter y
is constructed to evaluate the word frequency of feature
items, as shown in the following equation:

. Lt (b, dyj)
SRt G dy) + 1

3)

In equation (8), tf(t, dj) represents the number of
feature items f; in the ith document of the category C,.
Document coverage and word frequency are criteria to
judge the classification ability of a single feature item,
but they do not consider the concentration of feature
items. Representative feature items should be concen-
trated in one category as much as possible, rather than
being uniformly present in multiple categories. To judge
the concentration of feature items, an inter-category word
frequency parameter is introduced here, as shown in the
following equation:

z{zlzﬁltf(tk’ dij)z

N
6 = th(tk) dl]) - ]
i=1

. )
ST (4 dy)?
—] .

In equation (9), 6 is the inter-category word frequency

parameter ¢. It is an intermediate parameter that
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Figure 2: Schematic diagram of word frequency coverage.

constitutes the inter-category word frequency parameter,
and its meaning is the average word frequency of the cate-
gory in the corpus. When the value of Y% tf (t, dy) — ¢ is
greater than or equal to 0, it means that the corresponding
feature item has a higher word frequency in the category
than the inter-category average word frequency, which is
concentrated and therefore may be representative. Simi-
larly, when the value of Zfiltf (tx, di) — ¢ isless than 0, the
corresponding feature item is not concentrated and repre-
sentative. Due to the non-negativity of the value of the
inter-category word frequency parameter, some adjust-
ment of its expression according to Zf\iltf (te, dij) — ¢ is
required, as shown in the following equation:

N YTt (e dp)? | X
> f i dy) = T Tt dp - 9> 0
9 — i=1 i=1 (10)

N
0, Y tf (e dy) - ¢ < 0.
i=1

3.2 Optimization and construction of
coefficient of variation for CHI Chinese
and English text classification algorithm

The CHI algorithm is the core of Chinese and English text
classification techniques. After the construction of the CHI
algorithm is completed, other techniques and optimization
methods need to be used to build the Chinese and English
text classification algorithms. Here, the coefficient of var-
iation and classifier techniques will be used to complete
the Chinese and English text classification algorithms. The

coefficient of variation is a measure of the fluctuation of
variables in the data, and its mathematical expression is
shown in the following equation:

M:

x| Q

. 1

In equation (11), o denotes the standard deviation of
the sample and X denotes the arithmetic mean of the
sample. The description of the CHI algorithm illustrates
that in a practical text classification task, feature terms
with high classification power should be concentrated in
a certain category. However, feature words should have a
uniform distribution within their category. This means
that the frequency of feature terms should be evenly
spread out within the category. If the distribution is too
small, the classification algorithm may fail when dealing
with such texts. Therefore, the coefficient of variation is
added to the CHI algorithm as a metric to determine the
degree of dispersion of feature terms within a category.
Since the inclusion of this metric changes the CHI value,
which may result in a meaningless score, a parameter € is
introduced, as in the following equation:

YRt (4 dy)
N

] §N
N Yj=1 Ziza tf (t, dy)?
Yistf (th, dy) — === 1] 2+

€= (12)

The denominator in equation (13) needs to be added 1
to avoid the case of a zero denominator. In the mathema-
tical expression of this parameter, the numerator is the
mean of the word frequencies, and the denominator is
the variance of the word frequencies. This is the inverse
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form of the coefficient of variation, so the larger this para-
meter is, the greater the value of the feature term for its
corresponding classification. After adding this parameter
to the CHI algorithm, the CHI algorithm changes to the
form shown in the following equation:

CHI(t, G) = B x y x 0 x & x (a x CHI(t, G)* + (1 a
- a)CHI(t, G)).

3

After completing the feature selection based on the CHI
algorithm, the selected feature words need to be given the
correct weights. Here, the term frequency-inverse document
frequency (TF-IDF) algorithm is used to complete the
weighting work. As a highly generalized weighting tech-
nique, the weight of a keyword is calculated based on its
frequency of occurrence in the text and its importance in
the text collection for similarity comparison and relevance
ranking of text content. Where the inverse document fre-
quency is a measure of the general importance of a term,
i.e., the number of times a keyword appears in all docu-
ments, reflecting the importance of the term. Therefore,
the core idea of the TF-IDF algorithm is that the weights of
words that appear more frequently in the text should be
appropriately adjusted downward, while the weights of
words that do not appear much in the text but appear
more frequently in other texts should be appropriately
increased [19]. The mathematical definition of TF-IDF is
shown in the following equation:
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In equation (14), tf (d;) denotes the frequency of feature
term t in a document, while n is the number of documents in
which the feature term appears. According to its mathema-
tical expression, TF-IDF is simple to define and easy to
implement. However, the algorithm has two main draw-
backs. First, it does not take into account the distribution
of feature terms within categories, which may lead to fea-
ture terms with different actual classification abilities being
given the same weight. Second, it mainly considers the total
number of documents, which leads it to give weights with
large errors in extreme cases, such as when the number of
documents in different categories is too different [20]. These
drawbacks are similar to the drawbacks of the unoptimized
CHI algorithm, so the coefficient of variation is also used
here for optimization. After introducing the coefficient of
variation into TF-IDF, the mathematical expression of the
algorithm is shown in the following equation:

W(t) = tf(d) x €
Y o (4 dy)

tfld) x —

] §N
N Yj=1 X e tf (b, di)?
Yiatf (te, dy) = 7 1] |+

(15)

1

The proposed algorithm is a Chinese and English text
classification algorithm based on improved CHI (ICHI) with
improved TF-IDF. According to its construction process, the

algorithm flowchart is shown in Figure 3. Document cov-
erage, word frequency, inter-class word frequency var-

N iance, and coefficient of variation are added to optimize
W) = tf(d;) x log|—|. (14) o .
n the traditional CHI, which to some extent compensates for
the problem of incomplete consideration of feature term
Setting threshold

TE-IDF processing

Start Calculating €

Select parameter o Calculating 6

|

Calculating CHI(t,C;)"
and CHI(t,C;)

Calculating 3

Improved CHI algorithm

Figure 3: Flowchart of the proposed algorithm.

Coefficient of

. End
variation

Adjusting weight  |—| Output

Improved TF-IDF algorithm
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Figure 4: Two classifiers. (a) KNN. (b) Naive bayes.

distribution in the traditional CHI. In addition, the TF-IDF
algorithm based on variance coefficient optimization is
used to assign weights in the weighting session, which
improves the problem that ORIGINAL TF-IDF cannot effec-
tively handle the intra-category distribution.

The constructed text classification algorithm needs
classifiers to operate, and the commonly used classifiers
include the plain Bayesian algorithm, K-nearest neighbors
(KNN) algorithm, and so on. The proposed algorithm is
applied to two classifiers separately to compare which clas-
sifier is more suitable for Chinese and English text classi-
fication under the proposed algorithm. The two classifiers
are shown in Figure 4. KNN compares a new sample with
an existing sample and finds the nearest sample to that
sample to complete the classification. In contrast, the plain
Bayesian algorithm assumes that the sample features are
independent of each other, calculates the probability cor-
responding to each category by means of probability cal-
culation formulas such as prior probability, conditional

Input
text

v

Word segmentation

|

Training set

—>| Removing stop words

Test set

A,

Feature selection

;

Performance
evaluation

Classifier >

+—»{ Output

Figure 5: Algorithm validation process.
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Bayes theory

Bayes
classification

Math foundation

(b)

probability, and posterior probability, and assigns the
test sample to the category with the highest probability.
Finally, the validation process of the text classification
algorithm needs to be designed, as shown in Figure 5. The
process is based on the general process of text classifica-
tion, where the text corpus is divided into a training set
and a test set after common word separation and pre-pro-
cessing. After the data are processed by the text classifica-
tion algorithm and classifier, the performance of the clas-
sification algorithm is evaluated by its output results.

4 Experiment on CHI feature
selection based on Chinese and
English text classification
algorithms

The experimental verification of a model refers to the pro-
cess of measuring the data processing ability (i.e., relia-
bility) of the calibrated model. The system environment
used in the experiment is Windows 10, which has a good
balance between stability and timeliness. The program-
ming environment is Python, and the running memory is
32 GB. Since the proposed ICHI algorithm can target both
Chinese and English, the dataset used in the experiment
should also contain both Chinese and English corpus [21].
The specific datasets used are shown in Table 2. Training
the proposed method in the experiment using different
types of databases can improve its learning ability in Chi-
nese and English text classification, thereby improving the
accuracy of the method. Due to the greater difficulty of
learning Chinese text than English text, more learning
areas are chosen to train the methods designed in the
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Table 2: Data set used

Data set Amount (kB) Total (kB)

Chinese Culture 1,500 15,000

Education 1,500

Entertainment 1,500

News 1,500

Finance 1,500

Race 1,500

Health 1,500

Belief 1,500

Sports 1,500

Technology 1,500
English Acy 460 2,103

Crude 180

Earn 545

Interest 318

Ship 195

Student 205

Trade 200

experiment. Due to the possibility of involving knowledge
from different disciplines in online teaching, the selection
of corpus should not be limited to basic knowledge. There-
fore, a corpus with a wide range is selected for model
training and learning in the experiment. The corpus used
in this study is the Chinese text classification corpus from the
Intelligent Information Processing Laboratory of the School of
Information Management at Sun Yat-sen University. It consists
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of 14 categories and 36,865 documents that have been manu-
ally annotated with high accuracy. For the experiment, ten
categories with a large number of texts are selected, and
two datasets, balanced corpus and unbalanced corpus, are
used for text classification. The two datasets have identical
conditions, except for the varying number of texts in each
category. This study utilizes the renowned Reuters 21,578
news corpus in English. Due to the skewed nature of this
corpus, the experiment only employs an unbalanced corpus.
For the Chinese dataset, ten different categories of datasets are
used, which corresponded to topics such as culture, education,
news, sports, and science. For the English dataset, a total of 7
datasets are used, covering topics such as Student, Trade, Ship,
and Interest. The total corpus of English data is over 2 MB.
The KNN classifier is mainly used as the vehicle for
running the text classification algorithm during the experi-
ments. Before the performance test starts, the ICHI algo-
rithm needs to be run on a trial basis under different
parameters to determine the best configuration. The results
of the trial run are shown in Figure 6, where Figure 6(a)
shows the performance of the algorithm under different K
values, and Figure 6(b) and (c) show the classification results
of the algorithm under different feature dimensions for
English and Chinese, respectively. To identify the perfor-
mance of the proposed algorithm by comparison, the CHI
algorithm is used as the reference system in this experi-
ment. As the value of K increases, the ICHI algorithm shows
a trend of increasing and then decreasing. The F1 value of

0.89
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Figure 6: Performance under different settings. (a) Performance under different K. (b) English classification under different feature dimension.

(c) Chinese classification under different feature dimension.
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the ICHI algorithm reaches its maximum value when the
value of K is 7, which is 0.86. The performance of the CHI
algorithm fluctuates less with the value of K, but its perfor-
mance is lower than that of the ICHI algorithm at any K
value. The performance of the ICHI algorithm is significantly
higher than that of CHI in both English and Chinese scenes,
and ICHI performs best in English scenes with the highest F1
value when the feature dimension is 20 and in Chinese
scenes when the feature dimension is 150. In summary,
during the experiments and applications, the algorithm
has a feature dimension of 20 and 150 in English and Chi-
nese, respectively, while its KNN classifier has a K value of 7.

In artificial intelligence algorithms, evaluating the trained
model is necessary to determine its quality after implementing
the algorithm model training. The main evaluation indicators
include precision, which represents the proportion of cor-
rectly predicted positive results to all predicted positive
results, and recall rate, which represents the proportion of
correctly predicted positives to all actual positives. The F1
score is calculated as the harmonic mean of precision and
recall, and a higher score indicates better performance. The
performance of the algorithm is first tested and compared
under the Chinese data set. The test results are shown in
Figure 7. Figure 7(a)—(c) depict the precision rate, recall rate,
and F1 value of ICHI and traditional CHI algorithms under ten
types of Chinese corpus, respectively. In terms of precision,
ICHI outperforms CHI in seven datasets, and the difference

1.10
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between them reaches up to 0.49. CHI outperforms ICHI in
only two datasets, and the difference only reaches up to 0.03.
In terms of recall, ICHI outperforms CHI in 9 out of 10 datasets,
and the recall of ICHI reaches up to 1.0, when the Chinese
corpus is Belief. In addition, the F1 value of ICHI reached a
maximum of 0.96, corresponding to the Chinese corpus Race,
and its F1 value is higher than that of CHI in eight Chinese
datasets.

After conducting experiments on the Chinese corpus,
the algorithms are tested for their classification perfor-
mance in an English environment. The results of the tests
are presented in Figure 8, which shows the precision rate,
recall rate, and F1 value of both the ICHI and traditional
CHI algorithms on seven different English corpora with
varying topics. The precision rate of the ICHI algorithm is
consistently higher than that of the CHI algorithm for all
English corpora. The difference between CHI and ICHI in
terms of accuracy is small, with a minimum difference of
0.01 and a maximum difference of 0.05. In terms of recall,
ICHI outperforms CHI for five corpora, with a maximum
difference of 0.33. In terms of the F1 value, CHI outper-
forms ICHI only for the student topic, with a maximum
difference of 0.33. The difference between the two is up
to 0.33.

The trials and evaluations about the proposed algo-
rithm so far have been based on case-by-case evaluations
of a specific corpus. To further judge the overall capability
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Figure 7: Performance under Chinese. (a) Precision, (b) recall, (c) F1.
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Figure 8: Performance under English. (a) Precision, (b) recall, (c) F1.

of the algorithm, the macro-evaluation index cases of CHI
and ICHI are calculated based on the experimental results,
and their comparison results are shown in Figure 9. The
algorithm’s macro evaluation results are presented in
Figure 9(a) for the English environment and in Figure 9(b)
for the Chinese environment. Macro evaluation metrics
include macro average precision (MP), macro average recall
(MR), and macro average F1 (MF). The images show that the
triangle area of ICHI’S macro metrics is larger than that of
CHI in both language environments. This suggests that
ICHI’s overall performance in the three macro metrics is
superior to that of CHI. In the English environment, the

= CHI = |CHI = ICHI

MR

(2)

Figure 9: Macro indicators. (a) English data, (b) Chinese data.

©)

MO of ICHI reaches 0.9, while the value of CHI is only
0.88. Meanwhile, the MR of ICHI reaches 0.87, while the
MR of CHI is lower than that by 0.07.

Finally, the choice of classifier is a significant factor
that affects the results of text classification. The main clas-
sifiers in text classification models are the KNN algorithm,
Bayesian algorithm, and SVM. Thus, the three algorithms
are compared to the method proposed in this experiment.
Table 3 shows the comparison results. The KNN classifier
produced an average accuracy, recall, and F1 of 0.88, 0.88,
and 0.92, respectively. The Bayesian algorithm resulted in
an average accuracy, recall, and F1 of 0.91. The SVM algo-
rithm produced an average accuracy, recall, and F1 of 0.84,
0.87, and 0.84, respectively. The proposed model achieved
an average accuracy, recall, and F1 score of 0.90, 0.91, and
0.93, respectively. These results demonstrate that the pro-
posed method outperforms KNN, Bayesian, and SVM algo-
rithms in terms of average accuracy, recall, and F1 score.
The experiment calculated the time it took to classify these
four methods. The results show that the algorithm pro-
posed in this study achieves text classification in 1.83 ms,
which is faster than KNN’s 2.05ms, Bayes’ 2.36 ms, and
SVM’s 3.57 ms. This suggests that the experimental method
is more efficient and has better real-time performance
than the other methods.
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Table 3: Contrast the results between the different algorithms
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Item This paper KNN Bayes SVM
Precision Recall F1 Precision Recall F1 Precision Recall F1 Precision Recall F1

Culture 0.91 0.94 095 093 0.92 090 0.9 0.84 092 094 0.90 0.91
Education 0.92 0.85 0.91 0.93 0.87 095 092 0.98 0.90 0.90 0.82 0.85
Entertainment  0.93 0.94 096 091 0.93 094 093 0.94 092 09 0.90 0.90
News 0.86 0.89 0.91 0.79 0.80 0.77 0.73 0.80 0.80 0.78 0.79 0.79
Finance 0.87 0.83 0.85 0.88 0.88 0.85 0.86 0.83 0.88 0.85 0.83 0.84
Race 0.97 1.00 099 097 0.98 096 098 0.95 0.97 0.96 0.96 0.96
Health 0.87 0.88 090 1.00 0.68 093 0.87 1.00 0.81 0.50 0.91 0.65
Belief 0.89 0.92 095 047 1.00 098 0.95 1.00 0.64 0.63 0.99 0.77
Sports 0.85 0.93 095 0.96 0.84 095 0.96 0.94 090 0.96 0.85 0.90
Technology 0.95 0.88 092 094 0.87 092 094 0.90 0.91 0.92 0.78 0.85
Average 0.90 0.91 093 0.88 0.88 092 091 0.91 0.91 0.84 0.87 0.84

5 Conclusion

The current cloud-based English teaching platform suffers
from low efficiency in utilizing textual data and low accuracy
in obtaining information. To address these issues, this study
proposes an algorithm for Chinese-English text classification
using an improved ICHI model that leverages the bilingual
features of current English teaching. Test results demon-
strated that in a Chinese environment, ICHI outperforms
CHI on seven datasets, with the highest difference between
the two being 0.49. The ICHI algorithm achieved a maximum
recall rate of 1.0. In English environments, its accuracy con-
sistently surpassed that of the CHI algorithm, with the highest
accuracy reaching 1. In an English-speaking environment, the
ICHI achieved an MO of 0.9, while CHI only reached 0.88.
Additionally, the ICHI’S MR was 0.87, which was 0.07 higher
than CHI's MR. The KNN classifier yielded an average accu-
racy, recall, and F1 of 0.88, 0.88, and 0.92, respectively. The
Bayesian algorithm produced an average accuracy, recall,
and F1 of 0.91. Finally, the SVM algorithm resulted in an
average accuracy, recall, and F1 of 0.84, 0.87, and 0.84, respec-
tively. The proposed model achieved an average accuracy,
recall, and F1 score of 0.90, 0.91, and 0.93, respectively, out-
performing KNN, Bayesian, and SVM algorithms. In summary,
the ICHI algorithm proposed in this experiment demonstrates
superior classification ability in multiple aspects. However, the
algorithm still has some shortcomings that require further
improvement. The Chinese and English text classification sys-
tems implemented in this article are mainly based on previous
experiences, and the entire framework is built on this founda-
tion. However, a new classification system has not been devel-
oped yet. The next step is to explore the construction of a new
text classification system. Additionally, the dimension of fea-
ture words in this experiment lacks a control group. The next

step is to select multiple dimensions for the experiment and
determine the final dimension based on the experimental
results. As the number of documents in the Chinese corpus
used in this experiment is limited, the experimental results
may have certain limitations. To ensure the effectiveness of
the algorithm, it should be considered to use a larger scale
Chinese corpus for future experiments.

The experimental method’s superiority has been vali-
dated through comparison with relevant text classification
methods. However, it has not yet been experimentally vali-
dated in other fields. Future research could expand the
method’s application scope beyond its current specificity.
This study focuses on classifying Chinese and English texts
in English teaching classrooms. This study has not been
applied in other fields, and expanding its scope could be
a valuable avenue for future research.

Acknowledgements: None.

Funding information: The research is supported by Research
on Digital Protection and Innovative Dissemination Mechanism
of Weinan Intangible Cultural Heritage Under Network
Media (ZDYFJH-35); Research on the Construction of
Intelligent Teaching Environment and Innovation of Talent
Cultivation Model in Foreign Language Majors (2024HZ0849).

Author contributions: Yufen Wei wrote the manuscript.

Conflict of interest: The author declares that there is no
conflict of interest.

Data availability statement: The datasets generated during
and analyzed during the current study are available from
the corresponding author on reasonable request.



12

- Yufen Wei

References

(M

[2

31

[4]

(5]

(6]

7

(8l

(91

(0]

P. Bhuvaneshwari and A. N. Rao, “A comparative study on various
pre-processing techniques and deep learning algorithms for text
classification,” Int. J. Cloud Comput., vol. 11, no. 1, pp. 61-78, 2022.
B. Parlak and A. K. Uysal, “A novel filter feature selection method
for text classification: Extensive feature selector,” J. Inf. Sci., vol. 49,
no. 1, pp. 59-78, 2023.

V. Arya and R. Agrawal, “Sentiment classification using feature
selection techniques for text data composed of heterogeneous
sources,” Recent. Adv. Comput. Sci. Commun., vol. 15, no. 2,

pp. 207-214, 2022.

A. Alzamil, “L2 learning of English conditionals: Online versus tra-
ditional classroom teaching,” Sino-US Engl. Teach., vol. 19, no. 3,
pp. 79-87, 2022.

Y. Chen, “Most common types of online English teaching during
covid-19 pandemic in China -An introduction to Fanya and
Chaoxiang platform,” Engl. Teach., vol. 18, no. 4, pp. 79-85, 2021.
H. Xie and Q. Mai, “College English cross-cultural teaching based
on cloud computing MOOC platform and artificial intelligence,”

J. Intell. Fuzzy Syst. Appl. Eng. Technol., vol. 40, no. 4,

pp. 7335-7345, 2021.

M. Sarac, S. Adamovic, and M. Saracevic, “Interactive and colla-
borative experimental platforms for teaching introductory
internet of things concepts,” Int. J. Eng. Educ., vol. 37, no. 4,

pp. 1071-1079, 2021.

J. Gao, X. G. Yue, L. Hao, M. J. C. Crabbe, O. Manta, and N. Duarte,
“Optimization analysis and implementation of online wisdom
teaching mode in cloud classroom based on data mining and
processing,” Int. J. Emerg. Technol. Learn. (IJET), vol. 16, no. 1,

pp. 205-218, 2021,

Z. Wang, B. A. Muthu, and S. N. Kadry, “Research on the design of
analytical communication and information model for teaching
resources with cloud-haring,” Comput. Appl. Eng. Educ., vol. 29,
no. 2, pp. 359-369, 2021.

S. A. Raza and K. A. Khan, “Knowledge and innovative

factors: how cloud computing improves students’ academic

[l

n2]

3]

4]

(3]

(1]

(7

(8]

(9]

[20]

[21]

DE GRUYTER

performance,” Interact. Technol. Smart Educ., vol. 19, no. 2,

pp. 161-183, 2022.

M. Negus and D. Doraiswamy, “Feature selection for household
insecurity classification: Wrapper approach,” Asian J. Inf. Technol.,
vol. 20, no. 5, pp. 146-151, 2021.

R. B. Pereira, A. Plastino, B. Zadrozny, and L. H. Merschmann,

“A lazy feature selection method for multi-label classification,”
Intell. Data Anal., vol. 25, no. 1, pp. 21-34, 2021.

B. Parlak and A. K. Uysal, “The effects of globalization techniques
on feature selection for text classification,” J. Inf. Sci., vol. 47, no. 6,
pp. 727-739, 2021.

S. E. Presto, H. Presto, and S. Arti, “Cardiotocographic classification
using feature selection: a comparative study,” JITCE J. Inf. Technol.
Comput. Eng., vol. 5, no. 1, pp. 25-32, 2021.

A Haukés, S. Mercer, and A. M. Svalberg, “School teachers’ perceptions
of similarities and differences between teaching English and a non-
language subject,” TESOL Q., vol. 56, no. 2, pp. 474-498, 2022.

A. Gibran, Y. Junita, and D. Rodahl, “Urea fertilizer quality testing
with chi-squared automatic interaction detection (CHAID) algo-
rithm,” Sriwij. J. Inform. Appl., vol. 1, no. 1, pp. 14-21, 2020.

Q. Li, H. Peng, J. Li, C. Xia, R. Yang, L. Sun, et al., “A survey on text
classification: from traditional to deep learning,” ACM Trans. Intell.
Syst. Technol., vol. 13, no. 2, pp. 311-351, 2022.

A. Nath, D. Kandra, and R. Gupta, “An efficient cross-lingual BERT
model for text classification and named entity extraction in multi-
lingual dataset,” Int. J. Sci. Res. Comput. Sci. Eng. Inf. Technol., vol. 1,
pp. 280-286, 2021.

M. Jaiswal, S. Das, and K. Khushboo, “Detecting spam e-mails using
stop word TF-IDF and stemming algorithm with Nave Bayes clas-
sifier on the multicore GPU,” Int. J. Electr. Comput. Eng., vol. 11, no. 4,
pp. 3168-3175, 2021.

M. Bou Nabi, K. EImoutaouakil, and K. Satori, “A new neuromorphic
TF-IDF term weighting for text mining tasks: text classification use
case,” Int. J. Web Inf. Syst., vol. 17, no. 3, pp. 229-249, 2021.

N. Veer Anjaneyulu, J. D. Bodapati, S. S. Kurra, and G. Ketepalli,
“Text document classification using user defined string kernels,”
J. Optoelectron. Laser, vol. 41, no. 5, pp. 230-238, 2022.



	1 Introduction
	2 Review of the literature
	3 Fusion of improved CHI Chinese and English text classification algorithm
	3.1 Improved CHI algorithm for feature words
	3.2 Optimization and construction of coefficient of variation for CHI Chinese and English text classification algorithm

	4 Experiment on CHI feature selection based on Chinese and English text classification algorithms
	5 Conclusion
	Acknowledgements
	References


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org?)
  /PDFXTrapped /False

  /CreateJDFFile false
  /SyntheticBoldness 1.000000
  /Description <<
    /POL (Versita Adobe Distiller Settings for Adobe Acrobat v6)
    /ENU (Versita Adobe Distiller Settings for Adobe Acrobat v6)
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [2834.646 2834.646]
>> setpagedevice


