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On Metaphor and Blending'

There is a mistaken perception that ‘metaphor theory’ and ‘conceptual blending’ are competing views, and
that there is some argument between us over this. The real situation is this: We have been good friends
and colleagues for over forty years, and we remain so. We fully respect, and make use of, each other’s
work. We are both scientists, who do both empirical research and theorizing. We see the research
programs developed for metaphor and blending as mutually reinforcing and often deeply intertwined,
rather than at odds with each other. So why do some see discord where we find remarkable convergence?
The short answer is that over the years, we focused on what we were most interested in, with
corresponding differences of emphasis and interpretation. To explain how all this unfolded, and dispel
the view that pits metaphor against blending, we need to go over the basic developments over time in the
study of conceptual metaphor and blends, and then do a comparison.
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1. CONCEPTUAL METAPHOR

Research on conceptual metaphor went through \as@mges.

(1) Metaphors We Live By was worked out in 1979 and published in 1980s#uaned that
conceptual metaphors were cognitive mappings fr@amé to frame across domains. It
observed that certain metaphors had an ‘experidrgg@s’. Others seemed not to.

(2) Mid-1980s: There were various discoveries. Some metaippeared to be widespread
across language areas. The cilosguistic ones all had common experiential bases.
Metaphorical mappings appeared to ‘preserve imagjgersa structure’, and the
inferences that came with the imagghema structure of source domain frames. Complex
conceptual metaphors were shown to be combinatbbrgmpler metaphors, image
schemas, and frames.

(3) More Than Cool Reason, written in 1987, published989. Lakoff and Turner showed

that there were ‘generlevel’ metaphors — mappings at a high level, wigedfic
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content added at a lower level. Poetic metaphore wgpically made up of highevel
generic content plus lowdevel content, typically from frames.

(4) Jerome Feldman came to Berkeley in 1988. He andff.hkegan NTL, the neural theory
of language, with Terry Regier as the first graduasearch assistant. The goal was to
show how cognitive linguistics worked in the braiRegier made important progress in
understanding universal elementary imaghemas and the way they fit together to give
very different systems of spatial relations fromgaage to language. This research had
become clear by around 1982 and culminated in Regier's 1995 thesis, pubtishe
1996. During this time, there was a lot of reseancthe group by Lokendra Shastri and
his students, attempting to develop a theory ofralebinding — and a notation for
cognitive semantics was developed with neural biggilaying a major role.

(5) By 1995, thesis research by Srini Narayanan, Jeg\Gand Christopher Johnson led to
the neural theory of metaphor and metaphor leaymnglished in a thesis by Narayanan
in 1997. This led to a fublown neural theory of metaphor centering on ‘priyna
metaphors’ —Philosophy in the Flesh, written between 1992 and 1997 and published in
1999. In the neural theory, the old ‘conceptual apkors’ are replaced by neural
mappings, which are relatively simple neural ciguiThis was used inAhere
Mathematics Comes From, published in 2000, in which Rafael Nufiez and lfako
grounded mathematics in embodied experience, amdahenetaphorical mappings,
making extensive use of conceptual blending chariaetd in terms of binding.

(6) Between 1996 and 2006, Lakoff applied these resoltsnderstand political conceptual
systems. In 2006, Feldman publishédom Molecules to Metaphors, a simple
introduction to some of this research. Between 2808 2010, Lakoff developed the
theory of neural cognition and language, in whiombinations of simple neural circuits
are shown to be capable of carrying out conceptiggdpings. It included a new, simple
theory of neural binding. And it used a versionFeldman’s Embodied Construction
Grammar notation to characterize cognitive lingosstwith precise mappings from the
ECG notation to the Neural Linguistics notation.ré&Neanan, in 2010, showed how a
low-level property of neural synapses explains the ctoeality of conceptual

metaphors.

2. THE DEVELOPMENT OF MENTAL SPACE AND BLENDING THEORY

Research on mental spaces went through varioussstag
(1) The initial work on mental spaces started in 195hgwing how a number of logical
phenomena — opacity, presupposition projectiore/value ambiguities, counterfactuals

— followed from properties of mental space conmedi built up in discourse. It is



(2)

(3)

(4)
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noteworthy that Lakoff's own work on counterpadsating back to 1968, played an
important role in opening up this line of researdbrsions of the booMental Spaces
appeared in 1984 and 1985. Mental spaces and tsinections were viewed as
cognitive constructs. There was no mention of hbaytmight be instantiated neurally,
but Shastri and Lakoff noted early on that suchnegtions were presumably neural
bindings.

John Dinsmore Rartitioned Representations — 1991) expanded the scope of the
framework, by showing how mental space construsti@eccounted for tense and
viewpoint phenomena in language. This approach puasued and developed in great
detail by Michelle CutrerTime and Tense in Narratives and Everyday Language -
1994). Eve Sweetser and others generalized thealisréo mood and epistemic stance.
Analogical counterfactuals were also studied dutimg period (1991); they involved
multiple spaces and frames connected by analogyidamdity mappings, giving rise to
new mental spaces (what would later be called leléspaces).

Beginning in the early 1990s, Fauconnier and Markn&r began empirical and
theoretical research on conceptual blends. Theyn@ss$ Fauconnier’s account of mental
spaces and the preeural version of conceptual metaphor theory, lwdthvhich used
‘conceptual mappings’, with no commitment as toirtheeural substrate. They also
incorporated Lakoff and Turner’s notion of the ‘gein level’. A ‘conceptual blend’ used
various mental spaces and mappings across thenendrig space, input spaces, and a
blended space, with mappings from the input spaceshe blended space. The
‘mappings’ were purely conceptual, with no neu@nponent, except for the plausible
idea that space connections were instantiated byaheindings. Conceptual metaphor
theory was accepted and used. Conceptual metaplesesseen as mappings from one
input space to another. From the Blending perspectmappings’ were generalizations
over mental space mappings, metaphorical mappingstiae mappings that formed
blends. The word ‘metaphor’ itself is ambiguouswen such conceptual mappings
between spaces, and surface products also callethpimors’, which can result from
multiple mappings and blendin@lénding and Metaphor — Grady, Oakley & Coulson
1999).

Many scholars expanded the research on blendinggtime 1990s: in particular, Nili
Mandelblit showed in great detail the role of blexgdin grammar and morphology,
Seana Coulson studied multiple blends at work itapteor and counterfactuals and
developed experimental ERP techniques to corrobdre psychological reality of the
theoretical constructs, Eve Sweetser analyzeddikeeof blending and metaphor in social
rituals and the construction of noncompositionahnieg. An essential contribution was

Edwin Hutchins' theory of material anchors, showihg role of blending in material
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culture. Bob Williams and Esther Pascual indepetigatid extensive empirical work
showing how to integrate the conceptual mappingsagerh with Hutchins' distributed
cognition. Scott Liddell and his associates appkddthis with great success to the
grammar of signed languages. Finally, the work bidff and Ndfiez, already mentioned
above, extended considerably and creatively tofadlassical mathematics the case of
complex numbers used in early work on blending &ydennier and Turner.

(5) A new turn was taken in 1999 by Fauconnier and @umwho discovered the systematic
nature of compression in integration networks. Weés an empirically based theoretical
advance, that allowed the formulation of governinigiciples and optimality constraints

on blending processes (sBee Way We Think, especially Chapter 16).

3. BLENDING IN THE NEURAL THEORY

During the 1990s, when blending research was expgndeural research at Berkeley was highly
focused on neural binding research. Lakoff, lookitgNarayanan’s neural theory of metaphor and
accounts of neural binding, concluded that at theral level, the blending theory’s generalization
across mappings in metaphors and blends did not &iothe neural level. Different circuitry was
needed. According to Lakoff, neural binding circpits necessary to accomplish blending, but is
insufficient for metaphorical mappings. This isalissed in Lakoff's 2009 paper on the neural theory
of metaphor in Raymond Gibbs’ collectiofhe Cambridge Handbook of Metaphor. Lakoff argues
that the governing principles and optimality coastts on blends, which he accepts as empirically
correct, follow from the bedit principles governing neural circuitry. Blendarcbe represented in

formal notation in current neural linguistics.

4. METAPHOR IN BLENDING THEORY

In the same collection by Gibbs, Fauconnier anch&uhave a paper showing how metaphors as
surface products can result from complex integnatietworks with multiple metaphorical mappings,
metonymic mappings and blended spaces. TIME as & the case study. This account is sharply
different from the ones given in early metaphor @hehding theories. But interestingly, it seems
totally compatible with the binding mechanisms megd within Neural Linguistics, in which neural

bindings of metaphors, metonymies, and blends,appebe able to cover the same range of cases.

5. A COMPARISON

Note that both of us — Fauconnier and Lakoff — wengaged in empirical and theoretical science
over the same years, but in the mideties Lakoff explicitly adopted a neuralhased paradigm.

Both approaches assumed the empirical correctnes®reptual metaphor, mental spaces, and
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blends. But the different theoretical paradigmsnfeptual mappings vs. neural circuitry of various
kinds) do not necessarily yield exactly the sansealts, though there is considerable overlap.

A fascinating goal of neural linguistics is to exipl at a deeper level, principles and
generalizations discovered through linguistic asiglyF-or example, the extensive properties of [dend
discussed by Fauconnier and Turnefie Way We Think are explained in Neural Linguistics by the

bestfit principles governing neural circuitry.

6. WHY THERE IS NO CONFLICT

Our brief recapitulation stresses the obviousofger thirty years, the different strands of reseans
conceptual mappings within cognitive linguisticsv@&aontinuously reinforced each other, producing
worthwhile generalizations and deeper understandiogg the way. There would be no conceptual
blending framework without conceptual metaphor tiieand there would be no neural linguistics
without the elaborate linguistic analysis carried io the 1980s and '90s.

This last point deserves some emphasis: neuralifitigs is exciting and successful because it
brings in not only biological and computational dmsions of neural systems but also well-
established cognitive results obtained through ritemal analysis and extensive empirical
observation.

If you are a researcher, you generally have to shatetailed methods of analysis. If there is a
need to choose, the choices appear to the chabberinh conflict. They aren’t. You can choose both,
for different aspects of your analysis, dependingwdat is needed for your purposes. The neural
theory happens to use a notation for cognitivedistics that makes no mention of neural circuitry,
but can map onto neural circuitry in a straightfardvway.

What is important is a recognition that differentezprises developed with seemingly different
purposes and different theoretical constructs cantuably reinforce each other, lead to deeper
convergent perspectives, and achieve wide-rangiegtific goals. This is clearly what we also see i
arguably more mature sciences like physics or giolo

One of the central points of agreement betwees tisat traditional linguistic research looking at
a vast range of data and generalizing over theidatse basic empirical methodology of linguistics
and one of the most important empirical method@sgn cognitive science. But the term ‘empirical’
seems to get confused with ‘experimental’. Expentaeare a welcome source of additional, and
sometimes crucial, empirical material. But we reotendency to call anything that's not experimental
‘non-empirical’ and so by implication ‘speculative’, jproven’, etc. As a result, we notice a trend in
moving away from the great strength of cognitivegliistics: the analysis of massive amounts of

linguistic data — especially in the area of sentantiVe look forward to a return to that tradition.
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We remain dedicated to empirical research on wheafind most fascinating. We certainly agree
that metaphors and blends are among the most stiteygphenomena in the cognitive sciences, and

should be studied in enormous detail.
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