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Introduction: Thirty Years After

This issue of the Journal of Cognitive Semioticesgnts a constructive, critical assessment of
Conceptual Metaphors Theory (CMT) thirty years rafte first introduction. Many characterizations
and polemical caricatures of CMT portray it as ductionist approach: an armchair preconception
that language and conceptual formations in geragl(just) the expression of more primitive and
fixed pre-linguistic experiential structures, whiate due to having a body in a physical environment
The papers here sketch a more nuanced view of GQMekperiential structures depend culturally
and socially embodied processes; ii) experiential structures rasources for conceptualization,
locally deployed in flexible ways, with the poteaitof evolving over time; iii) rigorous philosoplailc
empirical, and experimental research are all esdeéntdeveloping CMT, while more theory-driven
hypothesis testing, relying on corpora and expentalesettings, is strongly needed.

CMT has proved a tipping point in the developmehtcognitive linguistics and cognitive
semiotics. The 1979 publication Mfetaphor and ThoughOrtony 1993 [1979]), quickly followed by
Metaphors We Live Bffakoff & Johnson 1980), revolutionized the fielolditerary, linguistic, and —
more generally — cognitive studies (for recenteesd, see Gibbs 2008, 2011). By highlighting how a
large part of one’s linguistic expressions and ralostconceptual domains are structured by bodily
experience, CMT has strongly pushed an embodiexppetive on cognition (Gibbs 2006).

In the thirty years since the introduction of CMinany debates have arisen and much
development has occurred: endless explorationsonteptual metaphors in diverse domains of
human cognition and expression; attempts at bett@stigating the cultural, cognitive, and neural
mechanisms that underlie conceptual metaphors @&013, Fauconnier & Turner 2003, Feldnedn
al. 2009, Gallese & Lakoff 2005); and, finally, atteigo expand and articulate the domains of
experience that ground conceptual metaphors (Adar2807; Fusaroli 2011; Fusaroli, Demuru &
Borghi 2012; Tyléret al. 2013). We therefore felt the need to criticallgess the current state of
CMT, to highlight both the critiques it faces ar tvitality it shows. What is at stake in 2013 in
studying conceptual metaphors? Has understandimgrafeptual metaphors changed? What are the
theoretical and analytical myths to avoid? Which thie hot new topics in the field?

In this introduction, we provide a short primer@MT, followed by critical discussion of the
three broad areas covered by the articles: (ajkacid cultural dimensions of embodied human

experience, (b) the many time scales at play innitivg processes, and (c) empirical and
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experimental challenges to CMT. These areas siyambhasize the vitality of the CMT enterprise,
the need for increased epistemological debate anduetally — the need for a more empirically
informed, dynamic view of metaphorical projectioas, embedded in larger social and cognitive

processes.

1. APRIMER ON CONCEPTUAL METAPHORS

CMT is not simply the study of linguistic metaphoitsaims at tackling crucial cognitive problems:
e.g., how do people understand abstract domairts a&signorality, politics, and mathematics? How
are they able to understand language and each?dfidi offers a deceivingly simple answer: it is
thanks to bodily experience, approximately sha@dss humans and metaphorically projected onto
abstract domains, making them understandable.

Lakoff and Johnson’s initial focus was on how tatkiabout abstract domains is based strongly
on more concrete domains of experience (e.g., MISIA CONTAINER). Nevertheless, the theory
quickly developed into a more general approach@ammg and cognitiorc{. the symbol grounding
problem: Harnad 1990). By learning to interact witle environment and control one’s body, each
human infant directly acquires meaningful exper@nstructures includingkinesthetic image
schemas Kinesthetic image schemas are specific, recuraation paths formed through time in
people’s everyday interaction with the world arothem (Evans & Green 2006: 176). For example,
the CONTAINER schema structures people’s regulaburring experiences of putting objects into,
and taking them out of, a bounded area. They expeei the tactile version of this when handling
physical containers; they experience it visuallytesy track the movement of an object into or dut o
some bounded area or container. It is experiened its sensorial richness, meaningful by virtde o
one’s embodiment that forms the basis of many @smost fundamental concepts. The universal
character of kinesthetic structuring follows froock ‘gross patterns’ of human experience as ‘our
vertical orientation, the nature of our bodies astainers and as wholes with parts’, etc. (Lakoff
1987: 303). Image schemas are bodily motivatecelatively abstract conceptual representations that
act as regularities to orient future experiences.

Whenever one tries to grasp an abstract notion.temds to project image schemas and basic
concepts onto it metaphorically, so as to havesicksructure on which to rely for understanding an
reasoning. Trying to understand and use the naifo'mind’, for instance, one might employ the
container schema: people put ideas into each stherids; people have empty minds, according to
the metaphorical conceptual formulation describaddeMIND AS CONTAINER. A conceptual
metaphor is the projection of basic experientialctire from concrete domains of experience such as
objects, movements, and spatial orientation toratisdomains of experience such as mathematics
and morality. Through repeated metaphorical magpitize human experiential domain expands to
new areas and still remains easily understandatnde shareable, thanks to people’s shared basic

embodied experience.
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CMT quickly gave rise to two main directions of@asch: the mapping of existing metaphorical
conceptual structures and the attempt to ground @Mfe growing field of cognitive neuroscience.
The first produced an ever increasing number ofistudisplaying evidence of and mapping out
image schemas and conceptual metaphors in the dngstse domains of human experience and
expression, including mathematics (Lakoff & NUA€OR), political discourse (Lakoff 2002, 2006),
literature (Lakoff & Turner 1989) pictorial repregations and comics (Eerden 2009; Forceville 1998,
2005, 2006; Refaie 2003; Rothenberg 2008; ShinoBaiMatsunaka 2009), videos (Fahlenbrach
2005, 2007), sign languages for the deaf (Taub 200cox 1993), and cultural knowledge encoded
as bodyhabitusor action structure (Bailegt al. 1998; Casasanto 2009a; Kimmel 2005, 2012). The
second gave rise to cognitive models of cross-domeippings (Brandt 2013, Fauconnier & Turner
2003) and the neural theory of language (Feldetaa. 2009, Gallese & Lakoff 2005, Lakoff 2008,
Lakoff & Johnson 1999).

2. DEVELOPMENT AND CRITIQUES

Such overwhelming success soon brought critics H2805, McGlone 2007, Pinker 2007, Rakova
2003). Even within the CMT community, the most aete analyses highlighted the need to revise
some of the theory’s initial tenets. Despite CMTnlgeopen from the start to the role of language and
culture (Johnson 1987, Lakoff & Johnson 1980), dbeninant characterizations of CMT portrayed
conceptual metaphors as highly stalbibeed patterns of ontological correspondences acrossanh@m
(Lakoff 1993: 220) strongly defined by the expetiginstructure of an isolated infant interactingwi

a physical environment.

Building on thirty years of research on CMT, théickes in this issue present more nuanced
views. They portray a plurality of perspectivesthbim their degree of agreement with CMT and in
their methods: philosophical conceptual analysiau(F Leezenberg, Pawelec), corpus linguistics
(Allan, Deignan & Cameron, Mouton, Sauciuc), visaahlysis (Nino & Serventi), gesture analysis
(Cienki), historical linguistics (Allan, Mouton),reexperimental studies (Bundgaard, Sauciuc). An
overall picture emerges: i) basic experiences telsocial and cultural dimensions; ii) linguistitda
conceptual metaphors are not fixed but emerge,ld@vand are flexibly deployed on different time

scales; iii) empirical research plays a cruciat fiol understanding how this happens.

2.1 The social and cultural dimensions of experience

Much research has been devoted lately to the sacdlultural motivations of embodied experience
(Fusaroli, Granelli & Paolucci 2011; Menarypress Morgagni 2011, 2012; Ziemlet al. 2007), as
well as to conceptual and linguistic structuresséfali, Demuru & Borghi 2012, Fusaroli & Tylén
2012, Loreto & Steels 2007, Steels 2012, Tyééral 2013, Ziemkeet al 2007, Zlatev 2008). The
perspective that emerges is that one’s body ant drasic sensorimotor skills, which constitute a

crucial structure for most of one’s cognitive preges, are — in important ways — intersubjectively
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distributed. Emotional and interactional rhythmsearly infancy are crucial in shaping cognitive
development (Di Paolo & De Jaegher 2012, Raczalseekardiet al. 2013, Vasudevi Reddy 2008,
Trevarthen 2012, Violi 2012). Narrative frames atiger sociocultural practices play a crucial role i
defining a shared structure for cognition in geh@&allagher 2005, Gallagher & Hutto 2008, Hutto
2008, Raczaszek-Leonardt al. 2013) and — in particular for joint attention eimting and re-
enactment of both successful and unsuccessful(Botsald 2001, Sinha 2009). Social dynamics of
interaction strongly motivate categorization anchaaptual structures (Baronchelit al. 2012,
Baronchelliet al. 2010, Fayet al. 2010, Garrod & Doherty 1994, Gomrgal.2012).

Accordingly, the experiential bases of conceptuataphors as they are deployed and stabilized
in language and other expressive behaviors shauldtonceived as deeply shaped by interpersonal
social and cultural dynamics along the lines prepdsy e.g. Leezenberthis volumég and Caballero
& Ibarretxe (his volumég Leezenberg suggests that experience and cogmitdcesses are not to be
reductively located within individuals; on the caarly, they participate in larger distributed soeiad
linguistic practices (Fusaroli, Gangopadhyay & Tyi@ press Fusaroli, Raczaszek-Leonardi &

Tylénin press Hutchins 2011).

2.2 The time-scales of conceptual metaphors

As the contributors to this volume point out, ihist enough to introduce social and cultural dyrami
among the pre-linguistic experiential structurest timotivate conceptual metaphors. Extensive
analyses of the use of conceptual metaphors iregpby Brandt, Deignan and Cameron, and Evans
show that conceptual metaphors are like a bundleontlitions to be enacted locally in a context
continuously reshaped by that context. Similarlgui Pawelec, and Steen highlight how conceptual
metaphor use in context tends to be much moreieeetitan CMT’s original formulation would lead
one to think, involving both deliberate thought amdative effort. These flexible, dynamic aspedéts o
conceptual metaphor do not solely concern supalfmntextual use of such metaphor; they force
one to reconceive the very stability of conceptmataphor. Allan and Mouton adopt an historical
perspective to observe how metaphorical concefbualations and their linguistic expressions — far
from being fixed patterns — are born, evolve, aied Together, these findings fully bring CMT into a
dynamic perspective on cognition, where experiéptdterns constitute slowly evolving constraints
for fast evolving, ongoing, context-sensitive cdiye processes (Dakt al. 2013; Fusaroli, Bahrami,
Olsen, Rees, Frith, Roepstorff & Tylén 2012; Larseeeman & Cameron 2008; Spivey 2007; Tylén
et al 2013).

2.3 Empirical and experimental research on conceptual metaphors

Gibbs this volumé offers a useful analysis of many critiques to abhiCMT has been exposed.
Among his suggestions is that CMT research shogltbime more empirical, explicitly putting its

assumptions and positions to the test. The Pragglejethod (Pragglejaz Group 2007) offers a
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welcome development in this direction, aimed ataldg&ghing explicit criteria for identifying
metaphors. Explicit criteria and reproducibility ahalysis are ever more crucial as CMT is
increasingly applied to large corpora and non-Vedmanains: e.g., gesture (Cienthis volumg,
visual artifacts (Nino & Serventihis volumg and even tango dancing (Kimmel 2012). These
analyses support a nuanced version of CMT whereeginal metaphors are but one motivation for
linguistic behavior such that they consist of dyrmaaMy evolving conceptual patterns shaped by
cultural practices and contexts.

Meanwhile, experimental research is confirming basituitions of CMT while likewise
highlighting the need for a more nuanced perspec@ibbs’ pioneering empirical work (Gibbs 1994,
2000, 2003; Gibbs & Cameron 2008; Gibbs & Colst@5; Gibbs & Tendahl 2006) was quickly
followed by e.g. (Boroditsky 2001; Boroditsky & Raoar 2002; Casasanto 2009a/b; Casasanto &
Jasmin 2010; Gibbs 2008; Gibbs & Matlock 1999; Gkng & Kaschak 2002; Matlooft al. 2003,
2005; Thibodeau & Durgin 2008; Torrallst al. 2006). These studies provides extended evidence
that people understand certain domains in termstlor domains in a way that runs deeper than
language: e.g., cumulative psycholinguistic, gestand low-level psychophysical tests have
persuasively established that people talk and tabdut time in terms of space and motion, but not
vice versa

At the same time, they add new dimensions to tlterstanding of conceptual metaphor. They
suggest that people do not simply think about timéerms of space, but that different linguistic
profiling of such projections — e.g., space as dinensional (linear) as opposed to three dimenkiona
— strongly impacts the way they think about time. dther words, the linguistic expression of
conceptual metaphors feeds back on those metapBasaisanto 2009b). Other experiments bring
into question the strength of metaphorical concaptoapping (e.g., Chen 2007) — even showing
behaviour that is at odds with the underlying mitap (Casasanto 2008a/b, Casasanto & Boroditsky
2008). Far from denigrating the importance of CMdl]ectively these studies question the possibility
of understanding conceptual metaphors simply byyaimay linguistic patterns. They call for more

extensive integration of CMT into a complex framekvof social and cognitive dynamics.

2.4 Between metaphors, semiotics and cognition

CMT displays an interesting trajectory within thengral epistemological development of cognitive
science as it moves from cognitivism to connecsioniand embodiment to embracing a fully
dynamic, socially-situated perspective on cognifprecesses (Fusaroli & Paolucci 2011, Menary
2010b). CMT was born from the attempt to move beyartraditional, strongly representationalist
form of cognitivism to embrace connectionist idedsneural networks structured by bottom-up
perceptual learning (Guignard 2011, Rastier 20The idea of an innate, universal generative
grammar (Hauseet al. 2002) was replaced by pre-representational senetwr image schemas

dependent on contingencies of the human body (He2608, Johnson 1987). This led to an initial
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emphasis on universal (or quasi-universal) conegpsiructures: i.e., roughly invariant across

individuals sharing common bodily and environmerstalictures. This gave rise to notions such as
primary metapharschemeframe andprototype,deeply motivated by structures of the individual

body: the primary source of all experience (Zierekal 2007, Zlatev 2007).

Many of the papers in this issue question both gtability and universality of embodied
experience and its expression in image schemasamzeptual metaphors. Already from the cradle,
human experience is deeply social: shaped by alltraditions (Reddy 2008, Sinha 2009, Zlatev
2008). The bottom-up learning principles of conimism do not discriminate between bodily,
environmental, and social invariants (Clark 1993108). It is not surprising that conceptual metaphor
vary across time and culture, motivated by differexperiential invariants. Many of these papers
highlight the creative epistemic use of metaph@&s.expressing conceptual metaphors, exploring
their consequences, recombining them, and modifthiegn, one increases one’s knowledge, shapes
new behaviours, and changes the cognitive envirahimewhich cognitive processes take place. Far
from just being the expression of a physically wihnist, solipsistic embodied experience,
conceptual metaphors become resources, which ateegvand deployed in a distributed cognitive
arena.

These new — albeit still tentative — developmemtsCMT resonate strongly with dynamic,
extended, distributed, and enactive perspectivesognitive science (Alac 2011; Chemero 2009;
Clark 1997, 2008; Hutchins 1995, 2005; Maturana &@lfa 1980, 1987; Menary 2010a; Noé 2002,
2004, 2009, 2012; O'Regan & Noé 2001; Spivey 200He individual is recast as a permeable
cognitive system coupled from the start with itsvimnment and with individual and cultural
practices. Conceptual metaphors are recast as dynamwariants of these distributed systems
(Raczaszek-Leonardi and Kelso 2008): statisticalstriaints to experience and thought interacting
with other cognitive structures liable to be usedresources and to slowly evolve over time. The
contributions to this issue provide ample and vhimsight to proceed further on an exciting direati
for CMT and cognitive science.
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Why Do Some People Dislike Conceptual Metaphor
Theory?

Conceptual metaphor theory (CMT) is the dominant force in the contemporary world of interdisciplinary
metaphor studies. Over the past thirty years, scholars working within the CMT framework have gathered an
impressive body of empirical research using a variety of linguistic, psychological, and computational modeling
methods that supports key parts of the theory. However, CMT has also been widely been criticized — both as
a theory of metaphor use and for its claims about the embodied, metaphorical character of abstract thought.
This article describes some of the reasons people dislike CMT and suggests ways that CMT scholars may alter
some people’s misunderstandings and address their legitimate concerns about the theory.

Key words: conceptual metaphor theory (criticisms), embodied cognition, psycholinguistics, metaphor
identification, inferring conceptual metaphors.

1. INTRODUCTION

The thirty years since conceptual metaphor theory (CMT) first came onto the metaphor scene has been a
period of intense theoretical and empirical activity, as scholars from many academic disciplines — e.g.,
psychology, linguistics, philosophy, literature, law, marketing, politics, nursing, music — have
investigated the myriad ways — e.g., language processing, reasoning, decision-making, memory, learning,
concepts, emotion — that metaphor shapes language and thought. Although the idea that metaphor may be
part of thought and not just language has been around for centuries', Lakoff and Johnson’s 1980 book
Metaphors We Live By first defined what counts as a ‘conceptual’ metaphor and provided an empirical
method for uncovering conceptual metaphor from analysis of everyday language. The vast
interdisciplinary literature suggests that CMT has become the dominant perspective on metaphor. It has

touched dozens of academic fields and topics. Yet there are many skeptical questions about CMT from

! See (Gibbs 1994) for a discussion of this history.
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critics, including people whose research has otherwise little to do with metaphor (e.g., Murphy 1996,
Pinker 2007).

This article explores some of these criticisms, describes possible reasons for negative reactions to the
theory, and suggests ways that CMT scholars may address continuing misunderstandings and legitimate
concerns. | do this primarily from the perspective of cognitive psychology and psycholinguistics: fields
that aim to offer a realistic, psychological account of speaking, understanding, thinking, and acting in

metaphorical ways.

2. THE IMPACT OF CMT

CMT has had major impact on four broad concerns in the humanities and cognitive sciences.

First, CMT has played a significant part in the rise of cognitive linguistics with its efforts to offer a
new way of thinking about linguistic structure and behaviour. Abandoning the traditional generative
approach to linguistics, which embraces autonomy of language from mind, cognitive linguistics explicitly
seeks out connections between language and cognition — and, more deeply, language and experiential
action. This new vision of linguistics stresses the importance of incorporating empirical findings from a
wide variety of cognitive and biological disciplines to create a theoretical description of language. CMT
has been especially significant in showing — in concrete detail — something about the contents of linguistic
meaning and the substance of fundamental abstract concepts in terms of ‘image schemas’. CMT provides
a substantive alternative to classic modular views of language that mostly worry about the architectural
qualities of isolated language devices. It shows how the study of metaphor offers insights into the overall
unity of human conceptual structures, bodily experience, and the communicative functions of language.

Second, CMT offers both a theoretical framework and an empirical method for understanding the
pervasiveness of metaphorical language and thought across a wide range of cognitive domains and
cultural and linguistic environments. The traditional view of metaphor claims that metaphorical figures
express temporary, ‘one shot’ construals of objects and ideas that do not impact the fundamental, literal
contents of human thought and language. Metaphor may be extraordinarily useful for thinking about ideas
in new ways and communicating these thoughts in a vivid manner, yet human knowledge is primarily
constituted in literal terms. CMT, on the other hand, demonstrates that metaphor is neither a relatively
rare, purely linguistic phenomenon nor simply characterized as a pragmatic aspect of language use.
Instead, work originating in cognitive linguistics and extending to many other fields has demonstrated that
metaphor is properly recognized as a fundamental scheme of thought (Gibbs 2008; Kovecses 2002, 2005)
serving many cognitive and social/ideological functions (Gibbs 2008).

Third, the claim that significant parts of abstract thinking are partly motivated by metaphorical
mappings between diverse knowledge domains has altered the scholarly conception of the relationship

between thought and language. Prior to Lakoff and Johnson (1980), most discussions of how language
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shapes thought focused primarily on questions relating to the Sapir-Whorf Hypothesis, particularly within
the domain of colour. Cognitive science research in the 1960s and ‘70s demonstrated an increasing
interest in semantic memory, showing how conceptual knowledge was both necessary for language
understanding and analyzable in various structural formats (Norman & Rumelhart 1975, Schank &
Abelson 1977). However, this work gave most emphasis to the architecture of conceptual knowledge and
far less to the actual contents of what people know. Most notably, there were few attempts explicitly to
model highly abstract knowledge domains. CMT provided a way to think about how abstract concepts are
established and how they influence different domains of human thought, as well as ordinary language use
and understanding.

Finally, especially in the last 20 years, CMT has played a leading role in what Lakoff and Johnson
have termed (1999) the ‘second revolution’ in cognitive science: namely, interest in the study of embodied
cognition. In particular, cognitive linguistic analyses of language and gesture and psycholinguistics
research have played a prominent role in showing the significant degree to which metaphorical concepts
are rooted in recurring patterns of bodily activity, serving as source domains for people’s metaphorical
understanding of many abstract concepts. The great irony is that metaphor, rather than emerging only from
rare and transcendent imaginative thought, provides excellent evidence for the embodied foundations of
abstract thinking and action (Gibbs 2006a, Lakoff & Johnson 1999). CMT has significantly enhanced
understanding of the dynamic links between bodily experience, pervasive patterns of thought, culture, and
linguistic structure and behaviour. I am willing to argue that no single theoretical perspective in all of
cognitive science has as much explanatory power as does CMT. No matter what one may believe about its
value, one clearly must acknowledge that CMT has brought metaphor centre stage, to the highest levels of

theoretical discussion in cognitive science.

3. THE EMPIRICAL STATUS OF CMT

Over the years, proponents of CMT have collected an amazing array of empirical evidence that, they
claim, supports conceptual metaphor. Cognitive linguistics especially maintains that there are, at the very
least, nine broad areas of research whose findings establish the cognitive reality of entrenched
metaphorical thought (Lakoff & Johnson 2003). These include systematic patterns of conventional
expressions across a number domains and languages (both spoken and signed), lexical generalizations,
generalizations across novel cases, historical change, gesture, child language acquisition, metaphorical
discourse, psycholinguistic findings, and neural computational models of metaphor.” This collection of

findings and the diverse methods used in conducting the research — e.g., standard linguistic analyses,

? See the appendix to the new edition (2002) of Metaphors We Live By as well as (Gibbs 2008, in press a).
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corpora studies, psychological experiments, computational modeling — provide CMT with a strong
empirical base, according to most of its proponents.

At the same time, CMT — from the earliest stages of development to the present — has been the focus
of tremendous critical scrutiny. Both advocates and critics have raised numerous questions about its
empirical adequacy as a theory of metaphor and its broader theoretical claims on the relations between
minds, language, bodies, and culture. In some academic quarters, CMT is ridiculed, dismissed, or ignored
(Haser 2005, Pinker 2007, McGlone 2007). The reasons for these reactions are complex but partly stem, in
my view, from a failure to read the growing body of research on CMT. One difficulty with many of the
debates is that critics seem not to have read much beyond Metaphors We Live By; they have only a cursory
understanding of more contemporary versions of CMT and the empirical evidence supporting them.
Critics typically attack only Lakoff and Johnson (1980)’, never bothering to delve into the huge literature
that has applied their ideas to uncovering metaphorical concepts in a vast number of domains.

Nevertheless, in my view CMT suffers from several enduring problems that require both different
kinds of empirical data and a more explicit openness to alternative theories than presently found in CMT
scholarship. Simply collecting more data relevant to conceptual metaphors — as cognitive linguistics
primarily has been done — will not solve the problems that critics raise. Things need to be done differently
in the future. To get to that point, one must understand what is it about CMT that leads some people to
dismiss it. How might CMT be given a better, fairer assessment in the broader world of interdisciplinary
metaphor research? How might CMT advocates do their work more rigorously and better articulate their
arguments, to be more convincing to CMT critics? More generally: is it possible to give CMT firmer
empirical grounding to find its proper place in a comprehensive theory of metaphorical language and

thought, as a theory of situated, embodied cognition?

4. THE PROBLEMS WITH CMT

Many articles and books provide extensive details on the linguistic and psychological research that
supports aspects of CMT. I will not attempt to recapitulate this positive evidence; instead, see (Gibbs in

press a). For the present purposes, I focus on several broad questions:

1. How does one decide what counts as evidence for conceptual metaphor?

2 Are conceptual metaphors truly ubiquitous?

3 What motivates metaphorical thought patterns in language and action?

4. How are conceptual metaphors grounded in minds and brains?

5 Do people ordinarily use conceptual metaphors when producing and understanding

metaphorical language?

* .And, to a far lesser degree, (Lakoff 1993).
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6. Do conceptual metaphors explain the poetic, creative nature of some language?

7. How does CMT compare empirically with alternative theories of metaphor?
These questions relate to different methodological concerns about the evidence brought forward in favour
of CMT and the way of obtaining the data. Next I will address these — admittedly overlapping —

complaints.

4.1 Metaphoric Language is Not All Based on Conceptual Metaphors

Most early work on CMT focused on conventional expressions such as ‘he attacked my argument’ or
‘their relationship got off to a rough start’ that were claimed to be understood by enduring conceptual
metaphors: e.g., ARGUMENTS ARE WAR and LOVE RELATIONSHIPS ARE JOURNEYS. Although
Lakoff and Turner (1989) explicitly acknowledge that certain metaphorical expressions may be ‘one shot’
construals, the vast majority of work in CMT has not focused on classic ‘4 is B’ expressions such as ‘man
is wolf” or ‘surgeons are butchers’. Cognitive linguistic analyses have been proposed for how people may
interpret ‘4 is B’ metaphors, especially within conceptual ‘blending’ theory (Grady, Oakley & Coulson
1999).* The fact remains that most evidence in favour of CMT comes from examination of metaphorical
words and phrases that do not fit the traditional ‘4 is B” form.

This split in the kinds of metaphorical language studied by scholars advocating different theories of
metaphor is, perhaps, the single biggest problem in the interdisciplinary world of metaphor studies.
Scholars too often make claims about the entire nature of metaphorical meaning — and sometimes
metaphorical thought — from their limited analyses of only one type of metaphorical language. Most
psycholinguistic and philosophical studies of metaphor focus on ‘4 is B’ expressions, which corpus
studies reveal to be not very frequent in discourse (Cameron 2003). These same scholars then criticize
CMT for making claims about the ubiquity and meaning of metaphor from analysis of some forms of
metaphorical language but not others. Of course, the same complaint can be made against scholars who
only focus on ‘4 is B’ metaphors and then attempt to draw broad conclusions about the nature of metaphor
from these specialized instances of verbal metaphor. There may not be a single theory of metaphor, given
the complexities of metaphorical thought as expressed in language, gesture, and other human actions.
Later, I will suggest that all theories of metaphor, including CMT, must be far more open about the limits

of their explanations, given the range of metaphorical language that each perspective examines.

* See (Lakoff 1993) for one proposal on how some ‘A is B metaphors might be explained in terms of conceptual
metaphors.
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4.1.1 Isolated Constructed Examples

Many scholars complain that far too many linguistic analyses presented in favour of CMT are based on
isolated examples constructed by the research analyst (Murphy 1996, Vervaeke & Kennedy 1996). Even
if scholars analyze dictionaries and texts, they say, much of the classic work on CMT suffers from a
strong confirmation bias: individual linguistic expressions are selectively chosen and advanced as
evidence in favour of one conceptual metaphor or another. Critics suggest that these traditional cognitive
linguistic analyses of systematic expressions need not accurately reflect the ways people really speak and
write abouabstract topics in metaphorical ways. Taking examples for analysis out of discourse also
reduces the chances that other, non-conceptual factors — such as socio-cultural and ideological forces —
will be explored for why people speak and write metaphorically.

Furthermore, many critics of CMT — even those working within its framework — argue that the reality
of spoken and written discourse is far more complex, in terms of metaphorical thought patterns, than
discovered by traditional CMT methods. People frequently combine different metaphorical and
metonymical devices within single expressions and mix metaphors in discourse: something that most
cognitive linguists now recognize (see also Lakoff & Turner 1989). Critics outside the field see these
complexities as at odds with some of the simpler statements made about CMT in its earlier writings. They
argue that claims about conceptual metaphors being pervasive — even ubiquitous — or ‘what we live by’
cannot properly be evaluated without more extensive, quantitative analyses of metaphor in language.

One large and systematic empirical analysis of metaphorically used words in discourse suggests that
only about 14% of all words convey metaphorical meaning in context (Steen et al. 2010). This raises an
important question: what sort of evidence must exist for CMT to be true; If people are only using words
with metaphorical meaning 14% of the time’, does this equate to people using conceptual metaphors
frequently, occasionally, rarely — or what? How much ordinary speech and writing must be metaphorical
to claim properly that underlying conceptual metaphors are pervasive? CMT scholars have simply not
addressed these quantitative issues explicitly in their empirical work and writing, leaving critics to wonder
about the value of the theory. Underlying all these skeptical queries is the belief that too much of the

evidence supporting CMT comes from the intuitions of linguists and thus may be difficult to verify.

4.1.2 Limitations of the Individual Analyst

Critics of CMT sometimes voice significant skepticism about the conclusions of cognitive linguists,
because of their reliance on intuition for conducting systematic analysis of linguistic expressions to infer
conceptual metaphors (Gibbs 2006b). Typically, cognitive linguistic analyses of conceptual metaphor do

not provide explicit criteria for (a) identifying what constitutes a metaphor in language at either the word

5 . . .
Of course, this varies by discourse genre.
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or phrase level, (b) defining systematicity among a set of language expressions referring to a specific
abstract target domain such as love, (c¢) inferring the existence of one — and not another — conceptual
metaphor when finding systematicity among metaphorical expressions in language, or (d) determining
how representative the analyses of isolated, self-constructed examples — or examples taken from corpora —
are of real discourse. Without such criteria, critics see no reason to posit the existence of conceptual
metaphor either as a generalization about the language system or the nature of the cognitive unconscious.

This lack of explicit criteria is one of the major obstacles toward CMT’s acceptance as a
comprehensive theory of metaphor use and understanding. Psychologists have argued that the lack of
criteria for specifying conceptual metaphor makes CMT unfalsifiable, because the only data in its favour
come from the systematic grouping of metaphors linked by a common theme (Vervaeke & Kennedy
1996): e.g., the conceptual metaphor ARGUMENT IS WAR is presumed to motivate such conventional
expressions as ‘he attacked my argument’ and ‘he defended his position’; any expression about argument
that does not fit the WAR theme is taken as evidence for another theme such as WEIGHING, TESTING,
or COMPARING. This implies that no linguistic statement can be brought forward as evidence against the
ARGUMENT IS WAR metaphor, making the basic tenet of CMT impossible to falsify.

An alternative possibility is that ‘attack’ may have originated in a metaphorical application but
evolved to have two independent meanings (Vervaeke & Kennedy 1996; see also Hauser 2005). Consider
‘Jane considered his attack on her argument as a attack on her intellectual integrity’: one could substitute a
synonym such as ‘refutation of* for the first ‘attack’ and ‘assault’ for the second; but these could not be
interchanged without a radical change of meaning. An assault on an argument in not the same as a
refutation of it; while a refutation of one’s intellectual integrity makes no sense at all. These ‘attack’s
appear to be separate words: ‘attack’ as a synonym for ‘assault’ and ‘attack’ as a synonym for ‘attempt to
refute’. So one could claim that ‘attack an argument’ is not necessarily understood by the ARGUMENT IS
WAR metaphor.

Some scholars have countered by saying that ‘attack’ is one word with a simple root, and that all of
its meanings have a common sense of argument, hostility, and lack of restraint. The apparently
synonymous ‘try to disprove’ and ‘try to refute’ (an argument) can only be derived from a metaphorical
association with conflict -- but not necessarily war per se (Ritchie 2003).

Metaphorical meanings are not fixed. When a term such as ‘attack’, ‘defend’, or ‘strategy’ appears in
a discussion of arguments, one cannot be sure whether any given person will associate it with chess,
boxing, or all-out war — or with nothing beyond an abstract concept. ‘How any particular speaker intends a
metaphor to be interpreted, and how any particular hearer does interpret the metaphor, can never be
absolutely determined’ (Ritchie 2003: 138).

Nevertheless, cognitive linguistic studies have offered an avalanche of data, involving studies from

many domains, discourse genres, and languages, showing the powerful influence of conceptual metaphor
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in structuring both the conventional and novel ways people speak and write. It is frankly remarkable that
scholars of completely different backgrounds and languages have independently reached the same — or
very similar — results (Jakel 1999). This speaks positively for the essential claims of CMT. However, it
remains unclear whether scholars have used the same criteria in making their judgments about
systematicity and conceptual metaphor.

One important development within cognitive studies of metaphor is a greater emphasis on corpora
analyses that more broadly explore the range of linguistic and conceptual metaphors in discourse. This
research has proven invaluable for CMT in several respects. First, corpora analyses mostly support the
wide range of conceptual metaphors identified, by introspection, in cognitive linguistics research; at the
same time, they are better able to quantify metaphorical patterns and so provide important insights on the
relative salience of conceptual metaphors in different domains: e.g., ANGER IS HEAT is more prominent
than ANGER IS A FIERCE ANIMAL (Deignan 2006). Second, corpus studies examining cross-linguistic
metaphor use reveal systematic patterns of verbal metaphor consistent with those noted in earlier — more
anecdotal — discussions of CMT (Lakoff & Johnson 1980, Kovecses 2002). However, these cross-
linguistic studies also demonstrate disagreements about the exact nature of the conceptual metaphors that
may be motivating different linguistic patterns. Some alternative conceptual metaphors that have been
proposed are thought to reflect more accurately the cognitive reality of metaphorical thought. Yet, many
alternative metaphors are seen as motivated by non-conceptual factors. Different inflections of the same
word or phrase appear in different evaluative patterns when used metaphorically: e.g., the plural ‘flames’
conveys negative meanings (‘his future crashed in flames”), while the singular ‘flame’ mostly has positive
evaluations (‘George still carried a flame for Kelly’) (Deignan 2006). Many corpus studies demonstrate
similar lexical and grammatical constraints on metaphorical mappings (Stefanowitsch & Gries 2006):
constraints that CMT has not always sufficiently acknowledged.

There have been several attempts to create schemes by which metaphorically used language may
reliably be identified (Pragglejaz Group 2007, Steen et al. 2010). Computational programs have been
developed that offer explicit procedures — not just intuitive judgments — for discerning conceptual
metaphors motivating different semantic fields or domains of metaphorical discourse (Mason 2004,
Martin 1990). Corpus research has begun to create procedures for identifying metaphor in language and
thought, such as specifying what counts as a metaphorically used word and what counts as a relevant
source domain in a metaphorical mapping (Deginan 2006, Stefanowitsch & Gries 2006).

Psychologists’ concerns with the intuitive basis of linguistic analyses are primarily rooted in a belief
that immediate metaphor production and understanding rely on fast, unconscious mental processes that
people are simply unable to introspect; linguists’ expressed intuitions about the cognitive unconscious
may be biased by their own theoretical positions. Difficulty introspecting these rapid unconscious mental

processes implies that more objective evidence can be collected from individuals who do not hold theory-
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biased beliefs. Beyond this, skepticism remains with linguistic analyses that provide only post hoc
motivations why certain linguistic structures exist. Consequently, there is a great need for experimental
evidence that tests prior predictions about what people are likely to do — rather than trying to explain their
linguistic behaviour given the existence of certain patterns of speech. Regarding the idea that some idioms
are motivated by conceptual metaphor, McGlone writes (2007: 116), in a very critical appraisal of CMT,
‘the claim that idioms reflect the metaphoric structure of abstract concepts cannot be objectively evaluated
without evidence that is independent from our intuitions. At present, there is simply no evidence suitable
for this evaluation’.

A long history of research in experimental psycholinguistics supports the psychological reality of
conceptual metaphor in verbal metaphor use (Boroditsky & Ramscar 2002; Casasanto & Boroditsky 2008;
Gibbs 1994, in press a). It demonstrates that conceptual metaphor both influences people’s tacit
understanding of why many metaphorical words and phrases have the meanings they convey and shapes
their immediate use and understanding of many — but not all — metaphorical expressions. Other empirical
work indicates that conceptual metaphor affects children’s learning of certain conventional metaphors and
can be critical to second-language speakers’ comprehension of verbal metaphor. Nobody claims that
conceptual metaphor is critical to all aspects of verbal metaphor use. Many metaphorical expressions may
not be motivated by embodied conceptual metaphor and so will require different theoretical explanations
than CMT offers. Still, the demonstrations of systematic patterns of verbal metaphor within linguistics, as
well as the extensive experimental work showing the constraining influence of conceptual metaphor in
metaphorical language use, cannot be ignored. At the very least, critics of CMT must acknowledge these
lines of experimental research and offer alternative explanations for findings that appear to support CMT’s
predictions.

Overall, criticisms of cognitive linguists’ intuitive analyses are — in principle — correct. This is despite
a wealth of data showing that many of these analyses may truly reflect aspects of how people ordinarily
think, and speak about, abstract topics and experiences. A great need remains for further specification of
the methods employed in traditional cognitive metaphor analyses; but it is simply misguided to dismiss all

the work in CMT simply because of early intuitive analyses of isolated linguistic expressions.

4.2 Conventional Metaphors Are Not Really Metaphorical

Some psychologists and linguists argue that many conventional expressions, viewed as metaphorical by
cognitive linguists, are not metaphorical at all: they are produced/interpreted by ordinary
speakers/listeners as literal speech. These critics suggest that simple expressions like ‘he was depressed’
are entirely literal and not motivated by a conceptual metaphor such as SAD IS DOWN. Indeed, most
ordinary speakers — as well as traditional metaphor scholars in literary studies — do not believe that ‘he

was depressed’ or ‘I’'m off to a good start in graduate school’ are either poetic or metaphorical. In this
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way, cognitive linguists presumably fail to draw a distinction between literal and metaphorical meaning
(Glucksberg 2001; Keysar, Shen, Glucksberg & Horton 2000; Pinker 2007; Steen 2007).

Such criticism has been voiced frequently since the early days of CMT and is, again, partly rooted in
distrust for the intuitions of cognitive linguists who may be theoretically biased and unable to infer
unconscious mental processes through introspection alone (Gibbs 2006b). At the same time, critics of
CMT frequently suggest that people understand conventional expressions without recourse to conceptual
metaphor — because of these critics’ own intuitions about the matter! Cognitive linguists do not draw a
rigid distinction between literal and metaphorical, primarily because of the polysemous nature of the
concept ‘literal’ (Gibbs 1994); but they do clearly distinguish between metaphorical and non-metaphorical
thought and language — although they do not see ‘non-metaphorical’ as defining an internally consistent
category. Most simply, metaphorical thought involves a mapping from a source domain into a target
domain; non-metaphorical concepts and meaning do not. Expressions like ‘I’'m off to a good start in
graduate school’ fit the definition of metaphor perfectly: it refers to, and stems from, the more general,
embodied conceptual metaphor LIFE IS A JOURNEY, in which knowledge of journey experiences are
projected metaphorically, in a systematic way, into the target domain of being in graduate school.

Simply calling something ‘literal’, as critics of CMT refer to conventional and idiomatic speech, does
not explain why there is systematicity in conventional expressions or why individual linguistic expressions
appear to reflect the detailed correspondences that arise from mapping source onto target domain in
conceptual metaphor. Critics of CMT are essentially unable to explain the reasons for the observed
systematicity in conventional expressions, despite their efforts to explain the facts away by simply calling
them ‘literal’. Just — as I have argued, and will continue to argue — CMT scholars must consider
alternative hypotheses more in explaining their linguistic findings; so, too, must CMT critics create
detailed, alternative explanations for the deep systematicity in the ways people metaphorically speak about
certain abstract topics — including the way they do so in terms of recurring aspects of bodily experience.

At the same time, a wealth of psycholinguistic evidence is consistent with the idea that cross-domain
mappings are inferred in contemporary understanding of conventional verbal metaphor. People do not
interpret conventional expressions as having literal or non-metaphorical meaning. Consider just three
examples from these studies. First, when people read a conventional metaphorical phrase such as ‘John
blew his stack’, they appear to infer some connection with the underlying idea that ANGER IS HEATED
FLUID IN A CONTAINER and also infer aspects about the cause, intentionality, and manner in which
John’s anger is experienced (Gibbs 1992). Second, when people read a conventional metaphorical
expression such as ‘their relationship was moving along in a good direction’ — related to the metaphorical
idea that ROMANTIC RELATIONSHIPS ARE JOURNEYS — they infer specific entailments from the
source-to-target domain mapping: e.g., that the relationship was progressing forward along a straight line,

with both participants heading in the same direction (Gibbs 2006¢). Finally, other studies demonstrate that
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reading conventional metaphors facilitates understanding novel metaphorical language, and that novel
metaphors are comprehended more quickly when they are read after a story containing conventional
expressions motivated by the same conceptual metaphor than when they follow conventional expressions
motivated by a different conceptual metaphor (Thibodeau & Durgin 2008).

Contrary to the impression that many conventional expressions are not really metaphorical or
evocative of cross-domain mappings, the psycholinguistic evidence shows how rich metaphorical
mappings often arise when people interpret conventional verbal metaphor. This experimental evidence
simply must be acknowledged and discussed in any further questioning about the metaphoricity of

conventional language expressions.

4.3 Metaphor Language Does Not Imply Metaphoric Thought

Even if many conventional expressions ultimately are recognized as conveying metaphorical meaning,
some critics suggest that this alone does not imply that speakers really are thinking metaphorically. Their
complaint partly stems from concerns about a supposed circularity in CMT whereby linguistic expressions
are analyzed and possible conceptual metaphors postulated, which are then reified by reference back to
other language patterns: e.g., linguistic expression of conceptual metaphor entailments (Hauser 2005,
Murphy 1996; see Kertesz & Rakosi 2009 for an analysis of how to decide if CMT is circular or not).

On this view, conventional verbal metaphors may just be ways of talking about non-metaphorical
concepts. One of the earliest and most extensive arguments along this line suggests that Americans’
frequent use of conventional metaphor in describing their marriages — e.g., ‘we’re stuck together pretty
good’ — should not be taken as evidence of a metaphorical concept for marriage (Quinn 1992). Instead,
people use metaphorical language to highlight aspects of an underlying cultural model for marriage that is
inherently non-metaphorical. Pinker (2007: 249) observes, ‘people not only use conceptual metaphors, but
often question and discount them’; ‘people could not analyze their metaphors if they didn’t command an
underlying medium of thought that is more abstract than the metaphors themselves’.

Similarly, the different metaphorical ways that people often speak of abstract concepts suggests to
critics that the underlying cognitive representations cannot really be metaphorical, because of
inconsistencies between the entailments of the various metaphors (Murphy 1996). This assumes that
conceptual representations must be monolithic: each part of a concept fitting together with other parts, like
pieces of a puzzle.

Advocates of CMT have responded to the above criticisms, noting for example that human
conceptual systems need not be internally consistent to be psychologically real and contextually adaptive.
Choosing to speak using one metaphorical view as opposed to another does not require some single, non-
metaphorical model from which different metaphorical expressions are generated (Gibbs 1994, Kovecses

2005). Again, the extensive psycholinguistic research on people’s metaphorical understanding of



WHY DO SOME PEOPLE DISLIKE CMT? | 25

conventional expressions is consistent with the idea that various abstract concepts, many of which have
embodied foundations, are truly metaphorical.

Critics of CMT who dismiss the metaphorical nature of abstract concepts have often argued that non-
linguistic evidence is necessary to prove that metaphor really is part of ordinary thought and not just
language (McGlone 2007, Murphy 1996). Non-linguistic evidence would help eliminate the problem of
circularity that many critics say is inherent in most traditional cognitive linguistic analyses favouring
conceptual metaphor. Of course, many studies in cognitive linguistic already show the ways people reason
— and not just speak — with conceptual metaphor, in the areas of mathematics (Lakoff & Nunez 2002),
history of philosophy (Lakoff & Johnson 1999), natural science (Brown 2003), and theories of mind in
psychology (Gentner & Grudin 1985). Recent research on metaphorical gesture (Cienki & Mueller 2007),
musical metaphor (Zbikowski 2002), and other multi-modal metaphorical expressions (Forceville &
Urios-Aparisi 2009) firmly establishes that metaphor is not purely a linguistic phenomenon: many
instances of metaphorical gesture and other non-linguistic actions have the same conceptual metaphorical
roots, as seen in cognitive linguistic analyses of conventional and novel metaphorical expressions.

Another place where evidence is rapidly accumulating on the non-linguistic nature of metaphorical
thought is in many recent experimental studies in psychology. This work demonstrates how positive
correlations in embodied experience appear to motivate people’s social behaviour in a number of domains.
Although these studies were not all motivated by CMT, their findings are consistent with what it has
claimed about the metaphorical nature of conventional thought and experience, especially in regard to
primary metaphors.

Consider the conceptual metaphors GOOD IS CLEAN and BAD IS DIRTY. Research shows that
having people judge strangers’ behaviours in a dirty work area causes them to rate the behaviour as more
immoral than when the same judgments are made in a clean work area (Schnall, Benton & Harvey 2008).
Asking people to recall an immoral deed as opposed to an ethical one makes them more likely to choose
an antiseptic wipe as a free gift after the experiment (Zhong & Lilgenquist 2006).

There is also the broad set of metaphors suggesting that GOOD IS UP and BAD IS DOWN. Studies
show that people evaluate positive words faster if presented higher on a computer screen and recognize
negative words faster if they appear lower (Meier & Robinson 2004). People judge a group’s social
power to be greater when the judgments to choose from are presented at the top of the screen than when
presented toward the bottom (Schubert 2005). When asked to move marbles from a lower to a higher part
of an apparatus, people recalled positive memories more quickly than when moving the marbles in the
other direction (Casasanto & Dijkstra 2010). Even spiritual concepts are conceived along vertical

dimensions: people judge words related to God faster when presented in the top half of the screen, with

® See (Casasanto & Boroditsky 2008) for one set of studies that aim to counter the circularity argument.
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the opposite effect for Devil-related words (Meier et al., 2007). Asked to guess which people, based on
their pictures, are likely to believe in God, subjects more often choose those whose pictures are placed
higher on the screen. All these findings are consistent with the idea that people conceive of good and bad
as spatially located along a vertical dimension: a concept that arises from good experiences being ‘up’
(e.g., being alive and healthy) and bad ones being ‘down’ (e.g., being sick or dying).

Finally, studies show that people contemplating future events tend to lean forward as they do so, but
backwards when thinking about past events (Lynden, Nind & Macrae 2010), consistent with the
metaphorical concepts FUTURE TIME IS IN FRONT and PAST TIME IS BEHIND. People judge a
fictitious person to be a better job applicant when they make their evaluations holding a heavy clipboard
than when holding a lighter one (Ackerman, Nocera & Bargh, 2010) — which surely reflects the common
idea IMPORTANCE IS WEIGHT. People judge others to be more affectionate after holding a warm as
opposed to cold cup of coffee (Williams & Bargh 2008), expressing the basic correlation in experience
AFFECTION IS WARMTH.

These are only a few of a large body of experimental studies in psychology that, in my view, directly
answer past calls for non-linguistic evidence for conceptual metaphor. None of these findings should be at
all surprising, given the claim that metaphor truly is part of one’s underlying concepts — at least, many of
the abstract ones — and fundamental to how people live and not just speak. Critics of CMT must

acknowledge this work and respond whether it meets their long-stated demands for non-linguistic data.

4.4 CMT is Vague in its Claims about Metaphor Processing

The claim that pre-existing conceptual metaphors influence significant aspects of how people understand
metaphorical language has been among the most debated in psychology research on figurative language
interpretation (Glucksberg 2001; McGlone 1996, 2007). Some scholars argue that, even if enduring,
entrenched conceptual metaphors exist, they may not always be accessible or ordinarily used in any given
context of speaking and listening, writing and reading. Psycholinguists in particular believe this a fair
hypothesis, given what they perceive as CMT’s loose characterization of language understanding. Lakoff
and Johnson (1980), and many others since, claim that conceptual metaphors function ‘automatically’
when language is understood; but this assumes that language understanding is a single, monolithic
activity, with most evidence in favour of this claim coming from cognitive linguists’ intuitions about
systematic linguistic patterns. Psycholinguists trust none of this. They view the primary goal of a
psychological theory of language understanding as trying to capture the precise, moment-by-moment
processes that operate during immediate comprehension. Again, linguistic processing unfolds according to
very fast unconscious processes operating outside people’s ordinary conscious awareness. Experimental
studies are needed, employing indirect methods, to properly assess whether people really are activating or

recruiting conceptual metaphor during immediate verbal metaphor production and understanding.
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These criticisms are entirely legitimate given that linguistic analyses are unable to discern what
people are doing automatically and online during real-time use of metaphorical language. As I noted in
(1994), the question of how conceptual metaphor affects language use can be individuated differently
depending on whether one is interested in the evolution of language, people’s conceptual ideas on certain
topics, their tacit knowledge of why words and phrases have the metaphorical meanings they express, or
the possibility that conceptual metaphor is recruited, in some fashion, during immediate language
processing. Psycholinguistic studies have generally found that conceptual metaphors play a role in (a)
people’s tacit understanding of why many metaphorical words and phrases convey the meanings they do
and (b) their immediate production and understanding of metaphorical language (Gibbs 1994; in press a).
Meanwhile, several studies offer contrasting evidence and are used to argue against the putative role of
conceptual metaphor in verbal language use, in regard to people’s processing of both conventional and
novel metaphorical language (Keysar, Horton, Shen & Glucskberg 2000; McGlone 1996). 1 will review
some of these contrary findings and suggest my skepticism about their empirical adequacy (Gibbs in press
a). Readers can judge the merits for themselves.

Even given the positive findings from experimental psycholinguistics — that conceptual metaphors are
used immediately in many aspects of verbal metaphorical use — important questions remain for which
CMT has not yet provided empirical answers. In general, many factors affect people’s in-the-moment
comprehension of metaphorical language. One possibility is that people should find it relatively easy to
read verbal metaphors whose meanings are motivated by conceptual metaphors identical to those
structuring the previous text. Under this hypothesis, people automatically access conceptual metaphors as
they read and make sense of discourse. Activation of a specific conceptual metaphor facilitates
comprehension of a verbal metaphor if that expression is motivated by the same conceptual metaphor,
compared to reading a verbal metaphor motivated by a different conceptual mapping.

Still, none of this specifies precisely what role conceptual metaphor plays in verbal metaphor
understanding. Consider the novel metaphorical expression ‘my life as a professor has been one long, slow
march through a windy desert’. CMT generally asserts that people understand this expression by accessing
the underlying conceptual metaphor LIFE IS JOURNEY (or CAREERS ARE JOURNEYS). However,
several questions can be raised as to how this may occur. Does a listener first access a complete
conceptual metaphor from memory and then apply it to infer the metaphorical meaning of an expression?
Second, if a conceptual metaphor is accessed prior to interpreting that expression, does it come with a
package of detailed meaning entailments or correspondences that listeners infer as part of their
understanding of what the expression means — or must listeners compute source-to-target domain
mappings online to determine, in the moment, which entailments of the conceptual metaphor should be

applied to the expression’s meaning in context? Finally, conceptual metaphors may only arise as
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products of linguistic understanding and so may not be necessary to create initial understanding of a
statement like ‘my life as a professor has been one long, slow march through a windy desert’.

CMT has no response to any of the above possibilities. Part of the problem, again, is that most
linguistic discussions fail to acknowledge the different levels of understanding that may operate during
language interpretation — ranging from slow, conscious interpretation of discourse to fast, unconscious
processing of metaphorical meaning. Advocates of CMT can argue that the theory is basically correct in
its claim that conceptual metaphor is part of language understanding and suggest that the questions above
are details to be answered by future psycholinguistic research. That said, contemporary theoretical models
of and empirical tests for online linguistic processing are frankly far more sophisticated than earlier ones
advanced by CMT and have been tested in many psycholinguistic studies. If CMT is to be seen as a viable
approach to verbal metaphor understanding, it needs to make better theoretical and empirical contact with
both the extensive work on metaphor understanding in psycholinguistics, and current ideas about the
dynamics of immediate language production and understanding debated in cognitive science: e.g.,
relevance theoretic, graded salience, parallel constraint satisfaction, and ‘good enough’ comprehension
models. Empirical testing of CMT must specify more fully how other linguistic and sociocultural
processes interact with people’s knowledge of embodied conceptual metaphor to create meaningful
interpretations of verbal metaphor, in context.

Finally, conceptual blending theory has often been seen as an important complement to CMT, given
its emphasis on multiple mental spaces in creating metaphorical mappings and its attention to possible
dynamic processes in online metaphor interpretation (Fauconnier & Turner 2002). There is much one can
say about the benefits of blending theory; certainly, it has certainly generated a great deal of interesting
research in linguistics and literary theory. Still, blending theory has had no significant impact on
psycholinguistic studies of verbal metaphor understanding (but see Coulson 2006 and others of her
papers). One problem is that blending theory offers descriptions of idealized speaker/listeners’ full-blown
understandings of language yet does not provide specific, detailed, unique hypotheses about understanding

processes that can be tested readily in the laboratory.

4.5 Metaphors Are Not Embodied

The idea that many verbal metaphors are motivated by underlying conceptual metaphors arising from
embodied experience is a key, novel contribution of CMT to current theories of metaphorical thought and
language (Gibbs 2006a, Lakoff & Johnson 1999). Within CMT, the pre-conceptual notion of image
schema is fundamental to accounts of metaphorical meaning: recurring patterns of bodily experience
provide part of the motivation why words and phrases express their particular metaphorical meanings. A
significant body of cognitive linguistic research explores the ways that image schemas shape metaphorical

meaning (Hampe 2006), while various psycholinguistic studies demonstrate the importance of embodied
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experience to explaining people’s understanding of many metaphorical words and expressions (Gibbs &
Matlock 2008).

There are several critiques of the general idea that metaphors are embodied and that aspects of
metaphor understanding recruit embodied knowledge and experience (Rakova 2002). Some of this debate
on embodiment in metaphorical language and thought parallels larger discussions in cognitive science
about the very possibility of embodied cognition. Meanwhile, few metaphor scholars outside CMT
embrace embodiment as a key part of their theories.

One finds significant debate and discussion within CMT about the proper level of analysis in making
claims both for conceptual metaphor more generally and embodied conceptual metaphor more
specifically. Consider some of the ways conceptual metaphor has been studied and thought to have an

influence:

1. Cultural models of abstract concepts (Yu 2008).

2. Evolution of language (Sweetser 1990).

3. Contemporary language as manifested in conventional expressions, novel extensions,
polysemy, and textual organization, as well as gesture (Gibbs & Steen 1999, Lakoff &
Johnson 2003, Forceville & Urios-Aparisi 2009).

4. Contemporary speakers’ knowledge in long-term memory — structuring many abstract
concepts — that motivates their tacit understanding of why various words, phrases, and texts
convey the figurative meanings they do (Gibbs 1994).

5 Contemporary speakers’ knowledge in long-term memory that is immediately recruited —
accessed or activated — during online metaphorical language production and comprehension,
as well as different reasoning tasks (Gibbs in press a).

6. Neural processing underlying abstract thought and language performance (Feldman 2006,

Lakoff 2008).

Significant research from linguistics, cultural anthropology, psycholinguistics, and neuroscience provides
empirical support for each of these areas. CMT scholars typically focus on the ‘where is it’ question,
arguing ‘it is here’ or ‘not there’ depending on their disciplinary interests and empirical analyses. For
example, many CMT scholars appear to reject the neural theory of metaphor (Lakoff 2008) , because it
seems both completely reductive and irrelevant to the level they feel is most appropriate for studying
conceptual metaphor. One difficulty with much of the debate over where conceptual metaphor resides and
what level best expresses its embodied character is that traditional cognitive linguistic analysis of the
embodied foundations of metaphorical meaning assumes that information about embodiment — such as
image schemas — is ‘stored’ in a dormant state as a predefined, discrete neural configuration — or ensemble

of neural configurations — waiting to be selected from a set of other dormant, discrete neural
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configurations to be actively thought about. This belief arises, in my view, because of the flat schematic
diagrams, consisting of boxes, circles, and arrows, employed in cognitive linguistics to represent the
contributions that image schemas and embodied conceptual metaphors have in motivating linguistic
structure and meaning. Such a view downplays how mind and experience emerge from the continual
interactions of brain, bodies, and world as a fully-lived organic system.

Image schemas may be better thought of as basins of attraction within a self-organized system
involving the interplay of brains, bodies, and world (Gibbs 2006a). On this view, image schemas are not
localized representations but emergent patterns of entire systems in action, including neural systems. They
always retain their connection to people’s in-the-moment sensorimotor experience. One does not
experience image schemas or conceptual metaphors by ‘selecting’ one as opposed to another from a stored
list. Image schemas and primary metaphors are ‘soft assembled’ spontaneously given the present state of
the system, the wider context, and the task at hand, such that the speaker creates an immediate construal of
the bodily based idea that not understanding something is like not seeing it (Gibbs in press b).

Recently, I have argued that a self-organizing perspective on human cognition and performance
suggests how conceptual metaphors are sustained on multiple time scales, emerging within an endlessly
evolving hierarchy of dynamic processes (Gibbs, in press a, b). Each of above-listed levels of conceptual
metaphor operate on different time scales: some, such as evolutionary and historical forces, crawling
along at very slow speeds, others, such as the firing of neurons in the human brain, zipping along. The
various time scales are not independent but rather hierarchically organized, nested within one another such
that various forces affecting metaphorical experience are coupled in complex, nonlinear ways. What the
contents of conceptual metaphors are — i.e., their target and source domains and correspondences — and
when they emerge are perpetuated, in time, via circularly causal dynamics involving constraints that are
both top down (e.g., evolutionary, cultural, and historical forces) and bottom up (e.g., neural processes).

A self-organized view of metaphor does not assume that historical and evolutionary forces play no
role in people’s contemporary use of language. Neither does it assume that neural firings or mappings
serve as the primary causal basis for the ways people think and talk metaphorically. All the factors that
make up one’s self-organized experience continually contribute to the creation of metaphorical meaning.
One implication of this is that scholars cannot claim one level of experience — from culture to neurons —
provides the primary causal basis for metaphorical thought and language. Instead, they must acknowledge

how many forces interact to create in-the-moment metaphorical thinking, language, and action.

5. SOME IDEAS ON THE FUTURE OF CMT

CMT has been enormously influential within a variety of academic disciplines but still suffers from
problems that, unfortunately, prevent it from being more widely adopted. Personally, I enjoy the multiple

ways that metaphor is studied and do not aspire to make CMT the only theory of metaphorical thought,
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language, and culture. Nevertheless, CMT can do much more to facilitate its positive perception both in
metaphor studies and the broader cognitive science community. Let me broadly outline five challenges
that CMT faces and that demand explicit attention in future research.

First, CMT practitioners should be far more explicit about the ways they perform their linguistic
analyses of language to infer conceptual metaphors. This will require greater emphasis on what,
specifically, marks a word or phrase as metaphorical and what specific factors mark a group of words,
linguistic, or gestural expressions as evidence for specific conceptual metaphors — and not others.
Establishing criteria for determining what is metaphorical and what constitutes proper evidence for
conceptual metaphor will create a more satisfactory empirical basis on which to judge the theoretical
merits of CMT and offer metaphor scholars a firmer foundation on which to make claims or counterclaims
about the ubiquity of metaphor in language and thought.

Second, CMT scholars should seek to integrate the findings from linguistic analyses with those
obtained by corpus, behavioural, and neuroscience-based research methods. As much as CMT embraces
the idea that language relates to cognition and experience, many scholars working in the framework do not
establish connections between their own empirical studies and those of people in other disciplines. Of
course, understanding the research and methods of people working in other fields is quite challenging. My
argument in favour of a self-organizing view, in which conceptual metaphor emerges from the unfolding
of experience operating on different time scales, demands consideration of research findings relevant to all
these time scales — again, ranging from evolution and culture to fast-moving unconscious processing and
neural activity. Neuroscience research demonstrates how brain physiology allows for the flexible
transition between ordered and disordered states that are also seen at higher levels of individual and social
behaviour (Friedenberg 2009). Metaphorical behaviour does not reduce to specific brain states; yet the
dynamic properties of neural systems offer compelling correspondences to the unfolding of stabilities and
variabilities in people’s metaphorical thoughts and communicative actions.

This is just one area in which greater acknowledgement of research outside linguistics and
psychology may be beneficial to future progress in CMT. Some CMT scholars are using multiple methods
in their research: integrating predictions and findings from linguistic and corpus studies, corpus and
behavioural studies, and behavioural studies and neuroscience experiments. At the very least, scholars
working in almost any area of CMT can offer ideas on the relevance of their research to making new
empirical predictions in other domains of study, from understanding the unfolding of metaphorical
meaning at the linguistic level to mapping possible neural processes. This will require greater familiarity
with the empirical work and methods employed in other areas of CMT.

Third, CMT scholars need to better articulate what empirical hypotheses and experimental
predictions arise from more linguistic analyses of metaphor. What kinds of evidence can, in principle,

falsify the underlying tenets of CMT, and how can one best create empirical tests of these ideas? How and
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why does CMT account for certain bodies of data better — or worse — than other extant theories of
metaphor and meaning? Answering these questions is critical to increasing the theoretical and empirical
power of CMT in the interdisciplinary world of metaphor research.

Fourth, CMT needs to explore alternative explanations for the data collected in support of the theory.
CMT originally arose from cognitive linguistic research, which directly opposed classic generative
approaches to linguistic structure and behaviour. For much of the past thirty years, CMT advocates have
tried to push this new perspective as far as possible in explaining myriad aspects of language, thought, and
culture. Now CMT comes across as theoretically isolated, precisely because it rarely considers alternative
explanations for its findings and does not sufficiently explore other extant theories of metaphorical
thought and language even as its presumes to advance the study of metaphor. This failure to acknowledge
and discuss alternative views — a problem inherent in generative linguistics more generally — appears to
many in the humanities and cognitive sciences as pure arrogance. That leads many scholars to dismiss
CMT out of hand, without sufficient consideration of its claims and evidence. I think this is CMT’s
greatest rhetorical and intellectual weakness.

Finally — related to the last point — CMT needs to be more open about what it cannot accomplish —
either because of its methodological choices or simply because no single theory may be capable of
explaining all aspects of the complex phenomena that are metaphorical language and thought.

I articulate these challenges as a clear friend of CMT, yet as someone who senses great frustration
among scholars over some of the research and writings in CMT. I suggest that everyone talk more about
these issues and make the next thirty years even greater than the wild ride metaphor researchers have

experienced so far.
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Metaphor and the Communicative Mind

On the occasion of the thirtieth anniversary of the first cognitive-semantic theory of metaphor — Metaphors
We Live By (1980) — this paper presents a communication-oriented perspective on the practice of
metaphor analysis. Through discussion of contemporary metaphor theories, it identifies a number of
unresolved issues. Among these are the notions of domains, mental spaces and binding, the unidirectionality
hypothesis, the emergence problem, the significance of pragmatic context, and the philosophical status of
representations. The theories discussed are conceptual metaphor theory, conceptual integration theory, the
neural theory of language, the attribution model of metaphor, semiotic integration theory, and relevance-
theoretic approaches to metaphor including the hybrid theory of metaphor. Compating analyses and
explanatory frameworks, the paper offers a theoretical and methodological critique of these approaches —
as food for thought and fuel for prospective future research projects in cognitive linguistics and beyond.

Key words: domains, emergence, force dynamics, mental spaces, metaphorical meaning, pragmatics,
semantic framing,

1. COMMUNICATIVE INTENTIONALITY: A BLEND OR A PRIMITIVE?

The last few decades have witnessed increasingeaess of the social dimension of Iangdage
moving away from the analytical, symbol-orientextfiwave of the ‘linguistic turn’ toward a more
usage-oriented view. This has been partly inspb¢dan accumulating corpus of work on shared
conceptual structures underlying language and tognitive turn’ in the humanities, but also
precipitated by linguists and philosophers in tite I50s and '60s taking an interest in what pedple
with language (Austin 1962, Benveniste 1966, Gr&&8, Searle 1969) — contesting theories of
language that disregard its social motivations.vBeiste, a key figure in developing the concept of
enunciation in linguistics — the act of addressititigrances to an addressee — dedicated parts of his

1966 book to what he callethe presence of man in languaghrecting attention to the subjectivity

' Among recent publications see for e.g. (McNeill 2005, Tomasello 2006, Zlatev et al. 2008, Gallagher 2009a
[citing, among others, Thomson & Varela 2001]). Gallagher writes (2009a: 48): ‘...cognition is not only
pragmatically situated but also always socially situated, not simply in the sense that the world is populated with
others with whom we communicate but also in the sense that this communication and interaction shape our
cognitive abilities from the very beginning. They push us to realize that cognition not only is enactive but also
elicited by our physical and social environment; that it not only involves a deeply embodied and temporally
structured action but also is formed in an affective resonance generated by our surroundings and by others
with whom we interact’. See also (Harder 2010).

2
Appearing in English as (Benveniste 1971).
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inherent in — and entailed by — the way languagesgnts itself in the form of utterances, in the
uttering of sentences with the dimension of situatednedghisacircumstance entails.

The commonsensical — yet somewhat theoreticallyehev view of language as inherently
dialogical and socially conditioned finds suppautside linguistics as well, appearing in neurosoéen
and developmental psychology. The emergence ob@akneuroscience’ is especially noteworthy —
particularly the research on mirror neurons, suppgra view of human beings as fundamentally
attuned to interpersonal interaction while insgjrilew hypotheses on the origins of language such as
the hypothesis proposed by Gallese (2007) thatngi®meaning in the social experience of observed

or imagined intentional action. As Gallagher haggasted (2001, 2007, 2008, 2009b), mirror neuron

research may even point to a notiontled Otheras more primary than the Sge# contrary to the
widely held belief, e.g. in much work on theorymind, thatthe Otherderives from the (primary)
Self.

Psychology has similarly turned toward the develepmof social cognition in interactive

settings4, monitoring and assessing the intelligence and emaksponsiveness involved in turn-
taking interaction in studies such as. Trevarthgd894, 1995, 1999) observations of markedly
rhythmic, vocally and gesturally implemented dialogue behavim pre-linguistic infants. These
studies indicate attunement to the causalitgahmunicative intentionalitat a very early stage of
development and evidently even earlier than atteménto physical causality. As is apparent in
Trevarthen’s video recordings of infant-caretakgnainics, even babies born two months premature
spontaneously engage others in interactive protwarsation. ‘The dynamic patterns of feeling in
protoconversation in which the infant follows awthg in rapidly transforming expressive sequences,
give the clearest evidence that each human mimh&ely organized for intersubjective participatio
with the interests and feelings of another humamdmiTrevarthen 1994: 230)

Trevarthen’s work indicates that the varitering of utterances — their rhythmic emission in
anticipation of rhythmically unfolding turn-takingvents — is developmentally prior to syntax and
semantics, as well as the conceptualization aneélvactualization of words needed for speech to
occur. Indeed, the referential function of languageears to be secondary to the ‘enunciationat’ fea

of addressing another person: ‘...the syntax of dezkgression in speech and text is derivative of, o

’ This is ‘intrinsic intersubjectivity’ or the ‘intersubjective first’ position (Trevarthen 1999: 417). Meanwhile,
Gallese (2005: 43) writes: ‘the sharp distinction, classically drawn between the first- and third-person
experience of actions, emotions, and sensations, appears to be much more blurred at the level of the sub-
personal mechanisms mapping it. The gap between the two perspectives is bridged by the way the intentional
relation is functionally mapped at the neural-body level. Any intentional relation can be mapped as a relation
holding between a subject and an object. The mirror neural circuits described in the second part of the paper
map the different intentional relations in a compressed and indeterminate fashion, which is neutral about the
specific quality or identity of the agentive/subjective parameter. By means of a shared functional state realized
in two different bodies that nevertheless obey the same functional rules, the "objectual other" becomes
"another self "’. Conversely, one could also say that the self is ‘another other’.

4
See e.g. Ask Larsen's (2003) step-by-step analysis of situated sign-making interaction between congenitally
deafblind children and their caretakers.
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built upon, a nonreferential process that reguldtechanges and exchanges of motivation and geelin
between subjects in all communication where codjwerawareness is being created’ (Trevarthen
1994: 230). In this way, enunciation is primitiveore basic than utterances — than requests,

statements of fact, or whatever else utterancessmaie to convey in communicatioittunement to

othersis at the core of Ianguaée.

The primacy of the preoccupation with semiotic exuale — the child’s emission of intentional
signs in anticipating the enunciation of thiher — suggests that enunciation is not only centrahéo
study of meaning but isiore basic than meaning construction itsEifom an ontogenetic viewpoint,
it is food for thought that basic rhythmic turn-tadcis mastered long before the infant starts ekpdo
its physical environment. Given a responsive emwitent, communicative intentionalitys an
immediately expressed competency in human cogrétimhagency.

Insights such as these contribute to a growing gfilevidence that the intentionally motivated
pragmatic domain ofonversational interactiois not an abstract, ‘less accessible’ domain imdmu
ontology, as assumed, e.g. by Lakoff and Johns®80(11999) — not to mention virtually every
cognitive science department around the world.

To take a representative examplePhilosophy in the Fleshntentionality is seen as the result of
the blending of two metaphors (Lakoff & Johnson 9:9216). The prevalent — indeed, dominant —
assumption is that all conceptualization is shapgdthe infant’'s experience of its physical
environment. Consequently, non-physical concepts seen as derivative, ‘building on’ the
conceptualization of physical primitives — e.g.inpary metaphors’ — while forming abstractions of

increasing complexity.

2. SEMANTIC DOMAINS AND THE QUESTION OF DIRECTIONALITY

The idea that bodily experience of the physicaliramment is constitutive of conceptual development
— to the exclusion of other forms of experienceluding the experience of one’s body and the bodies
of others responding to gesture and touch, evehitstentionality-laden agency — is tied to the
‘grounding hypothesis’ (Lakoff & Turner 1989: 1124), according to which meaning goes in the
direction of concrete-to-abstract along a spectrfuom physical to non-physical. A feature of
contemporary notions oémbodimentin cognitive linguistics (CL), it is characterizd®y Rohrer
(2007) in terms olnidirectionality of explanationin answering the question of what domains can
serve as source domains in conceptual metaphdrakoff & Johnson 1980).

The environment furnishing one’s conceptual ‘amattiire’ with semantic structures available for
metaphorical usage is sometimes referred to ag/sigathand socialenvironment — Lakoff, for one,

has emphasized this on several occasions. Newesthdat has not been made clear what theoretical

5

See also the reference to the concept of "intentional attunement" in Gallese (2005): "[...] when the organism
is confronting the intentional behavior of others, it produces a specific phenomenal state of "intentional
attunement"." (p. 43).
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implications follow from the inclusion of socialpects of experience — and, hence, conceptualization
A prominent empirical paradigm — motivating the dfetical estimation of the directionality of
metaphor — relates the study of source and taegihs to the study of concepts underlyingtor-
action verbdike ‘to grasp’: e.g., ‘...a ball’ or, metaphoricgll‘...an idea’. Gallese & Lakoff (2005:
470), drawing on research in neuroscience — péatiguresearch on the role of canonical and mirror
neurons in the observation and execution of deltieeraction — conclude that ‘the concepts

characterized in the sensory-motor system areeofigit form to characterise the source domains of

conceptual metaphors’. This may be t?l}dx)wever, so long as the methodology reveals atbimard
certainkindsof action verbs — namely, those that designateodfgjiriented action and perception — the
inferred results will be similarly biased. The rauheory of language, as represented by Gallede an
Lakoff, may be jumping the gun on the issue of gaing. The inferred assumption of only one
‘right’ form to characterize source domains is {tadly) premature, deriving its argument from a
methodologically constricted body of data.

One gets an incomplete view of language if one dookly at concrete action verbs and
disregards linguistic units that designate actiolesined by their mental effects and by their
significance in social settings: i.e., actions thatuire interpretation These include social,
‘institutional’ verbs like ‘to vote’ as well as Jes designating actions in the domain of
communication: e.g., so-called speech-act verles'itkpromise’, ‘to greet’, ‘to congratulate’, efthe
potency of face-to-face communication as a souaraih in metaphor is apparent in the use of
speech-act verbs to express force-dynamic relatutside the domain of speech acts: i.e., when
verbs like ‘threaten’, ‘promise’, or ‘suggest’ applied to the weather or some other phenomenon of
a non-communicational — e.g., physical or infei@ntinature.

Metaphorical language use of this sort is not,afrse, restricted to verbs; it employs other parts
of speech: nominal, adverbial, and adjectival ddibns such as a ‘threatening’ sky. Consider this
sentence, in which the noun ‘answer’ conveys agpual experience: ‘the hills humping up behind

the beach were a shrill green hue, vivid and oetrag, an angry answer to all of that gray water tha

7 : I : :
lay before them'. Note the metaphorical description of the hillsams‘angry answer’ to the tepid
water. Such metaphors illustrate that the direcfrom source to target domain can go from non-

physical to physical, calling into question the @mjst assumption that the semantic domain of

° Willems and colleagues (2009) criticize the neurolinguistic claim that semantics is all about motor neurons,
based on results showing neural dissociations between action-verb understanding and motor imagery. The
authors used fMRI to test whether implicit simulations of actions during language understanding involve the
same cortical motor regions as explicit motor imagery. They found that the primary motor cortex showed
effector-specific activation during imagery but not during lexical decision.

7
The example comes from W. Tower's (2004) story 'Everything ravaged, everything burned'.
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L : . : 8
communicative face-to-face interactiakéthe speech-act domain: Sweetser 1p8&duces to a host

of more complex and abstract concepts derived frbysical experiencge.

Similarly, the verb ‘to interrupt’ can address anéeld of vision — one’s view may be interrupted
by trees, statues, or billboards; or maybe one atagmjoy the view ‘thanks to’ certain obstructions.
Going in the same direction from the domain of camioative interaction to the physical domain, the
verb ‘to disagree’ can be used to talk about digasa meal may ‘disagree’ with someone.

At the more sophisticated end of human experieagginting or piece of music may ‘speak’ to
someoneSayingandtelling are likewise commonly used to signify that sonmmeghis indicatede.qg.,

‘what does thatell you?’ Such metaphors go from the domain of factte interaction to the mental

domain of making inferences: thepistemic domain (Sweetser 199%)0). Sweetser offers an
etymological example of semantic drift that does comply with the unidirectionality rule: the
French word for ‘listen’/’hear’'entendre belonging to the physical domain, which originalignoted
intentionality This and similar observations manifest a progpgrer non-physical domains to act as
source domains in conceptual and expressive catising of metaphorical meaning, ‘speaking’
against the unidirectionality hypothebig which all meaning is rooted in the physical doma

That face-to-face communication is a prolific seti@mresource is evident in a variety of ways.
Brandt (2013) offers an extensive argument, basedviole and varied empirical observation of
language use, for the significance of the basigrpedic condition of verbal interactiorcf( the
linguistic notion ofenunciation as a factor in language at every level of compleand the inclusion
of the utterance as a structural element in semanglysis, e.g. in the analysis of metaphors. lDee
of evidence comes from Pascual’s introduction, iBtg of the novel notion ofictive interaction
(2002; see also 2006, 2008; Brandt 2008, 2010, )2043inguistic phenomenon exposing the

8
For Sweetser (1990), this is both a metalinguistic and a speech-act domain.

’ One has yet to see any step-by-step description of how abstract concepts derive from physical primitives: e.g.,
how the concept of someone answering someone might plausibly originate in experience of concrete physical
circumstances and, thus, how concepts requiring an understanding of intentionality derive from experience of
non-intentional aspects of reality.

° The difference in domain types helps explain the polysemous use of certain linguistic units: e.g., why the
modal verb in ‘that can't be right’ (epistemic force) means something different than it does in ‘you can't park
here’ (social force) or ‘the dam can't hold the water back’ (physical force). Sweetser's work on modality takes
inspiration from Talmy's (2000) force-dynamic modeling of causation. In a chapter inspired, in part, by Talmy's
approach to deontic modality and causality in terms of forces and barriers (cf. force dynamics), Sweetser sets
forth (1990: 73) an ‘analysis of linguistic modality as being generalized or extended from the real-world domain
to the domains of reasoning and speech acts’. “...It seems evident that a modal verb may be interpreted as
applying the relevant modality to: 1. the content of the sentence: the real-world event must or may take place;
2. the epistemic entity represented by the sentence: the speaker is forced to, or (not) barred from, concluding
the truth of the sentence; 3. the speech act represented by the sentence: the speaker (or people in general) is
forced to, or (not) barred from, saying what the sentence says’ (1990: 72-73). The polysemy between different
senses appears as the conventionalization of a metaphorical mapping between the root domain of social and
physical reality (the sociophysical domain), the epistemic domain, and the speech-act domain motivating
metalinguistic language use: e.g. ‘I must say...". The speech-act domain is, perhaps, more accurately described
as the domain of ‘the act of speaking’ itself: i.e., discourse (1990: 57).
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prominence of pragmatic experience in human cagnll%i These studies in structural aspects of
situated language use demonstrate the status lbélvieteraction as a resource in grammar and in
mental-space blends, at the linguistic levatlistourse

Research on the role of communication / enunciativerbal interaction as semantic resources

challenges widely held beliefs in CL as well asrent theories of metaphorical cognition and
language use, such as:

e« The primacy of the physical domaiim the empiricist tradition of contemporary cagre
science, physical experience is thought to be noorecrete, more basic, and more easily
accessible than other forms of experience. Thigebi of import to another contemporary
dogma, which | have not seen contested or crijicdiscussed anywhere: that of the
directionality of ‘sense transfer’ in metaphor (frothe Greekmeta- ‘over’, ‘across’ +
pherein’'to carry’, ‘to bear’), from one semantic domaméanother.

* The unidirectionality hypothesisneaning flows unidirectionally from the physickmain to
the domains of social activity and relations, epist activity such as reasoning, and
communicational or metalinguistic activity. The loyipesis claims that the source domains in
metaphor can be characterized as more concretdttbaarget domains and that, in terms of
semantic domains, the direction goieem the physical domain to other, more abstract
domains. Given the proposed ‘upward movement’ oiglege, from the physical to the
‘spiritual’ (see e.g. Urban 1939), the abstract oemis of people’s social, interactional,
emotional, and mental lives can be traced backritpns in sensorimotor experience of the
physical environment. Though counterexamples haenbdocumented — e.g., Lakoff &
Turner note (1989: 142) that ‘it is common to spe&knes “converging” or “meeting”, as if
they were movinglz— they are not recognized as counterexamples.

 The notion ofdomain: what does the term ‘domain’ refer to in CL inat@n to e.g.
metaphor? Considering the different usages, @ri$rbm clear what phenomena are covered.

An example illustrates the problem: say one wamisuestigate some aspect of the brain’s processing
of metaphor. One must first decide what counts espior: i.e., what data to admit in setting up the
experiments. One must choose a method for disshgwy metaphors from other kinds of phenomena.
The notion of domain — e.g., experiential, seman#dnd conceptual domains — is central to
contemporary theories, but the task of specifyitgtconstitutes a domain gets little or no attemtio
Experiments assuming Conceptual Metaphor TheoryTObMkoff & Johnson 1980, Lakoff 1987) as

their theoretical base look for instances of stiectbeing transferred from a source to a target

11
The phenomenon is known as fictive (verbal) interaction in (Pascual 2002) and as generic vs. fictive verbal

interaction or generic vs. fictive enunciation (i.e., two types) in (Brandt 2008, 2013) .
12

‘Meeting’ is a social concept and does not merely indicate movement.
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domain?3 The conceptual structure MORE IS UP is said tostitate one such instance. The problem
is that, when one considers the source and talgeteats of this ‘primary’ metaphor, neither ‘more’
nor ‘up’ constitute experiential domains — or setitadomains for that matter; these aehemas-
skeletal, dynamic schemas that are potentiallyvacin all experiential domains (e.g. those of
architecture, archery, argumentation, hunting, cupkraveling, and so on).

Conceptual confusion surrounding the notion of doncannot be ascribed to terminology alone.
If one takes some of the varied uses in the Ckdlitge under consideration, it becomes apparent tha
considerable effort will be required to sort theot.dOne such use is found in Fauconnier's (1994
[1985], 1997) theory of mental spaces, anticipatatgr use in Conceptual Integration Theory (CIT:
Fauconnier & Turner 1994, 2002). It is not madeaclehat the notion of domains is intended to
encompass; but the spadesoduced by the theory are sporadically refeteds domains.

Aside from a finite number of domains of phenomereallity: semantic— or, as | would call

them, ontological — domaing, and a non-finite number of experiential domaistituting e.g.
source and target domains in conceptual metapRar)connier adds two further uses of ‘domain’.
‘Mental spaceare thedomainsthat discourse builds up...” (1997: 3mphasis addgdEach space is
associated with a certain domain: be ttrae space, a [physicapacespace, alomainspace, etC,
One thus ends up with semantic, or ‘ontologicdibmains within which there are experiential
domains feedingdomains (read:mental spacgsassociated with differertomains (types of spaces:
e.g., ‘hypotheticals’ or ‘beliefs’). Add to thisdtidentification ofschemasisdomains° and one is up

to five different senses. If all these senses amgl@yed at once, one gets domains specifying denain

. .. . . .17
structured by domains containing content from dasgrounded in domains.

. The paradigm has survived into the new millennium in linguistic, literary, and computational studies around
the world (see Feldman & Narayanan 2004). Thirty years on, it has had to withstand some tweaking, not least
from the founders themselves. Some of its tenets have been modified by Fauconnier & Turner's work (2002)
showing, among other things, that the transfer metaphor inherent in the concept of metaphor itself has

limitations.
14
These are identified as socio-physical, epistemic and speech-act domains in (Sweetser 1990). The term

'ontological domain' is an adaptation of Sweetser's idea of 'semantic domains', which are fixed in number, as
opposed to 'experiential domains' which are as numerous as the differing individual, context-dependent,
historically and culturally determined framings of what exists. Ontological domains are based on cognitively
universal distinctions between different phenomenal realities: e.g., physical versus social reality or social reality
(work, traffic regulations, etc.) versus the intimacy and ethics of face-to-face communication (the speech-act
domain). The question of what ontological (or 'semantic') domains exist is thus a question of natural ontology:
a phenomenology of the world as experienced by humans. For more on 'semantic domains' in this ontological
sense, see Brandt (2004: 21-67). Brandt distinguishes four basic semantic domains: natural (physical) (D1),
cultural (social) (D2), mental (D3), and spiritual (speech-act) (D4); these domains combine into ‘satellite

domains’.
15 . . . . . .
Assume that the domains in domain spaces are experiential domains.

16
Cf. Lakoff's classification of abstract, ‘image-schematic’ structures as experiential domains: e.g., a domain of

paths, a domain of barriers, a domain of bounded regions.
17

Yet another sense of domain exists in cognitive grammar (Langacker 1987): the meaning of 'thumb' or
'finger' is understood in relation to the domain 'hand': a domain evoked by the profiled element. Harder (2010:
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3. METAPHORIC PREDICATES AND METAPHORIC BLENDS

As a point of departure, all theories | discusshis paper agree that metaphors are fundamentally a

conceptual rather than linguistic phenomenon, Evean human cognition and language. Most take
: . . , 8
a primary interest in the conceptual rather thanetkpressive aspect of metaphcmnd most agree on

a basic distinction between literal and metaphbp’cmcessingl.g Talmy writes (2000:168):

The very characteristic that renders an expressietaphoric — what metaphoricity depends on
— is the fact that the speaker or hearer has sosrewhithin his cognition a belief about the
target domain contrary to his cognitive represaémiabf what is being stated about it, and has
somewhere in his cognition an understanding of thscrepancy between these two
representations.

In the last ten years, some theorists have movey dnem CMT, while others have made efforts to

integrate elements of CMT into newer theories @anceptual Integration Theory (CIT) or Relevance
Theory (RT)Z.0

Tendahl & Gibbs (2008: 1837) propose a hybrid neétwoodel with five spaces, consisting of
both experiential domains and mental spaces. Thetagbd as fact, the model must be taken as a very
sketchy hypothesis that would benefit from moresfidrexplication. The most glaring question is how
it is possible for direct mapping between domaims spaces to take place, given that a (mentalespac

is commonly understood as ‘...a partial and temporapresentational structure which speakers
construct when thinking or talking about a percdjvenagined, past, present, or future situation.
Mental spaces (or, “spaces”, for short) mao¢ equivalent to domainbut, rather, they depend on them:

spaces represent particular scenarios which auetsted by given domains’ (Grady, Oakley &

Coulson 1999: 102mphasis adde)é1

As | have demonstrated, the statuglofmainsis uncertain. Furthermore, it is not entirelyatle
22 . o .
what spacesare ; as Hougaard (2005) points out, it is unclear wdlathe phenomena classified as

. 23
‘spaces’ have in common.

39) writes: ‘from the point of view of language, a very basic question is: what precisely is the meaning of a
linguistic expression? [Cognitive Linguistics] has not spent a great deal of time worrying about the question,
probably because that was something truth-conditional semanticists did. The most generally accepted position
is that of Langacker (1987: 161f.): while an expression evokes the whole domain, it only specifically designates
the profiled subpart. The word daughter evokes the family domain, but only designates the female offspring —
and therefore the female offspring is the point of access to the domain. Thus an individual linguistic concept
may be thought of as a “point-of-access” to something that is necessarily bigger than the concept itself’.

18

Semiotic integration theory (Brandt & Brandt 2005 [2002]; see also Pascual 2002, Hougaard 2005) is an
exception.

19

Relevance Theory (Sperber & Wilson 2008) is an exception.
20

See Tendahl (2009) and Brandt (2010, 2013).
21

Mental spaces are ‘small conceptual packets constructed as we think and talk, for purposes of local
understanding or action’ (Fauconnier & Turner 2002: 40). However, these 'packets' are likewise claimed to be
generated by blended spaces (Fauconnier & Turner 1999: 3).

See Chapter Three in Brandt (2013) for in-depth discussion of mental spaces.
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Current developments in NTL make these questidrti@imore relevant. According to a 2010 posting
by Lakoff on the ‘cogling’ mailing list, the issus coming up ‘as to how ECG and NL approaches
should use simulation semantics to update mentalesyp keeping all of the correct results from the
work of Gilles [Fauconnier] and others’. By whaiteria should these spaces be identified, and what
is the method for deciding which results are ca®&o as to trace progress instead of merely moving
on, it would be enlightening to see more discussidmow the different theories relate and what hove
insights or beliefs motivate theorists to abandasr feave out — ideas present in prior work oresist
theories. To my knowledge, the topic of semantimaims has not been addressed in relation to
metaphor since (Sweetser 1990), while the idea MT Cof experiential or semantic domain
differences between source and target has notdwdnessed in CIT. There are plenty of unanswered
questions, the answers to which might help schalie@de not just what they believe but why.
Writing on recent developments in metaphor thekgyecses (2009: 22) says:

All the theories and approaches considered hergribute toan account of the meaning of

metaphorical sentences such as ‘This surgeon isutehdr’. No single theory explains

everything about the process of meaning constnugggyuired for the sentence. In this sense,

the different theories fit together and compleneatth other in a natural way.
The title of the paper is ‘Recent developments @taphor theory: Are the new views rival ones?’ One
would hope not! What struck me was the framingh&fories as prospectiverals. Such combative
framing leaves theorists with two unattractive opsi: defending indefensible ideas or beiefeated
making the third alternative — avoiding confrorgat— more appealing. Framing in terms of rivalry
unwittingly entails an evasive attitude and an apmere of euphemistic complacency that are
antithetical to the goal of scientific progresspReing the competitive framing with a cooperative
one of dialogue seems more productive and inteilddigt satisfying. Engaging in argumentational
dialogue means enabling each side to anticipatetemarguments and give each other opportunities to
refining theoretical frameworks. In my estimatidacilitating a process of deliberation and judgment
is a better alternative than prospects of victory defeat and an unrealistic pressure, socio-
scientifically speaking, to get every part of adhyeright the first time.

In their paper on conceptual blending and metapBoady and colleagues (1999) characterize

CMT and CIT as complementary approaches to metaptmting that the two theories differ with

respect to their focus of attention: entrenchedteptual structure — global and static meaning then

23
"...Surprisingly little attention is dedicated to discussing what mental spaces in fact are. Fauconnier and

Turner (2002a) only dedicate 1 out of 400 pages to this issue. In fact, most of the time when mental spaces are
introduced in some context, this is done by discussing what they are not (as in Fauconnier 1994) or by giving
examples of mental space constructions, not by offering actual technical and/or philosophical definitions.
Blending theory has made the issue of what mental spaces are very urgent. Many different things are put into
mental spaces: conceptual structure, perceptual structure, linguistic form, single objects, structured scenarios,
unstructured scenarios, very rich and complex scenarios, very simple scenarios, sound, physical form, color,
emotion, etc. However, what do all these things have in common? The answer may of course be that they are
all mental, but this then potentially entails that practically all mental processes are also mental spaces. This is a
gross generalization, and what insight does it give if it places everything in the same category?’ (Hougaard
2005: 57)
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one hand, online meaning construction — local apdacdhic meaning — on the other. CMT is

vulnerable to the critique that utterances are ndérest only insofar as they serve as data for
uncovering conceptual metaphors: an incompletdegtyaof analysis as e.g. in literary studies. CIT
has emphasized the pragmatic dimension of meaiiimgludes, in its data, metaphors — among other
examples of empirically observed or imagined speedhat do not originate in systematic conceptual
pairings and whose motivation may be rhetoricaéas in humor (Coulson 2001). For Brandt and
Brandt (2005), answering the question of what aapt®r means similarly lies in exposing, not

underlying conceptual metaphors, but the concepjua@cess of meaning construction and

interpretation.

One might get the impression that different thesoaiee simply not asking the same questions; but
the sum of theoretical differences between CMT @M@ can hardly be accounted for solely by
reference to the general attentional shift fromoemtual metaphor — source/target structures — to
dynamic online construction of metaphor: i.e., anses of metaphor, whether derived from stable
metaphorical concepts or né&tostponing judgment on whether — as Grady ane@aglles (1999) and
Kovecses (2011¥kuggest — the theories represent complementamoaqies, | suggest looking at
some of the things one notices when familiarizingself with them.

Like the neural theory of metaphor, CIT is a geh#v@ory of language and thought; metaphor is
one of many phenomena subsumed under a descriptidel of conceptual integration. Wereas in
CMT metaphors are defined by a T-is-S structuregharacteristic structure exists in CIT specifigall
for metaphors: they are not classified e.g. sosdysimplex or double-scope blends. Metaphorical
blends result from multiple ‘inputs’ merging intavel, temporary semantic units structured in
accordance with a number of optimality principleafconnier & Turner 2002: 327-333). All blends
are characterized by constrained mappings betwpanes in a conceptual integration network,
yielding emergent meaning in a blended spateset of criteria exists for distinguishing uttecas

that prompt for metaphorical blends from other feroh expression.

Since no domain differences in CIT differentiatetapdors from othesemantic structurezs4,CIT
replacesCMT’s directional view of projection from source target with a non-directional view,
where the projection goes from a humber of inputsirimally two — to the blend; and sometimes, in
reverse, from the blend back to one or more ofripats As Rohrer (2007) observes, Fauconnier and
Turner argue against the unidirectionality of matpmappings. In some cases, the process of
blending may occasion re-examination of an inpitiaity activated for purposes of rendering the
target space more intelligible — i.e., a metaptabrisource’ — contrary to the belief expressed.m e
Fernandez-Duque & Johnson (1999: 85) that ‘we wstded aspects of the target domain via the

source domain structures and not the reverse’.

24
‘This surgeon is a butcher!’ is considered metaphorical under most circumstances, but not ‘this surgeon is a

doctor!” What is the reason for that? How can one tell a metaphoric predicate from a non-metaphorical one?
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The widening of scope, enabling CIT to addressrbidional semantic effects in metaphor and
beyond, seems advantageous. However, an inauspicansequence to a multiple-input model with

random numbering as the only designation of infmutee absence of predicate structure: sometking

something else, metaphorically speakzl?]g.

To some degree, the relations between conceptddireguistic metaphor and between domains

: . » : 26 . ,
and spaces remain unclear in cognitive studies ethpior. Future research might help elucidate
these and a number of other interesting issuese ebnvhich | address in the following sections.

In what sense is language representational? Thaiqnénas an evident philosophical dimension.
The answer is of consequence to the methodologiessen — be they e.g. computational,
neuroscientific, or semantic introspection — to radd hypotheses involving metaphor as well as
mental spaces. The last fifteen years have witdegggrowing gap in the cognitive humanities — not
least in linguistics — between representationah®ories and theories that try to avoid the term
‘representation’ (see e.g. Johnson & Lakoff 2082) Zlatev writes (2008: 144):

A unifying view of the basis of social cognition shdveen lacking.... When, for example,
Gallese, Keysers and Rizzolati write ‘when only twtical centers, decoupled from their
peripheral effects, are active, the observed agtmmemotions are “simulated” and thereby
understood’ (Galleset al 2004: 400), this is based on the assumption rikaton firing in
itself possesses ‘representational content’ (Gall2805, Gallese & Lakoff 2005) which is
doubtful: it is the experimenters who attributestitontent’ on the basis of their observation of
the temporal co-occurrence, i.e. a form of ‘indality’ (Sonesson 2007) between events in the
world and neural patterns, not the animal, andthet(human) subject. The fact that mirror
neurons fire during either observations/soundsherone hand and executions of actions on the
other, does not make them more representational, thay, neurons in the visual cortex
responding [to] the particular aspects of the olekscene.
Metaphor theories like CIT are caught in a bindh# theory identifies with the anti-representadion
position, where does that leave semantic analysihe more-than-cool variety (think Lakoff &
Turner 1989), and how is the mental-space mod&oateptual integration interpreted in a monist
perspective? Much of the ambiguity concerning mespaces might be due to an unresolved stance
toward representations. This leads into a relaipittnamely, the blending/binding question.
What is ‘mental binding’? In CIThinding is synonymous withblending aka ‘conceptual

integration’ or ‘conceptual blending’. Turner & Fannier (2003 [1998]: 133) propose a hybrid,

25

Brandt (2013) offers an example of how bidirectional semantic effects can be handled in an analytic
framework with asymmetric predicate structure. See especially the comments in Section 3.1.1.3 on the
Menendez Brothers Virus joke presented in (Coulson 1996, 2001).

* As Tendahl and Gibbs (2008: 1841) note, it remains an open question how best to model online metaphor
interpretation in cases where entrenched mappings exist between the topic and vehicle domains; ‘it is not clear
from cognitive linguistic studies or the extant psychological experiments whether people merely access the
conceptual metaphor [e.g. LOVE RELATIONSHIPS ARE JOURNEYS] as part of their comprehension of an
expression [e.g. "My marriage has hit the rocks"] or whether people must first access the conceptual metaphor
and use that information to infer the intended meaning of this expression’. Of relevance to CIT is the question:
If the schematic source domain translates into a source space, in blending analyses of linguistic metaphors
derived from orientational metaphors (e.g., MORE IS UP), what would be the content of a generic space, given
that the source space is already schematically abstract?
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‘mental binding’: ‘conceptual integration — alsookm as “blending” or “mental binding” — is a basic
mental operation whose uniform structural and dyingmmoperties apply over many areas of thought
and action, including metaphor and metonymy’.

A common way to describe the particular neural esses involved in perceptual integration is
via a binding schemecf. the notion ofperceptualbinding Integration at the perceptual level of
consciousness involves contours, chromatic qus|iged other primitives that are ‘bound’ to each
other in the process and sent off as integratedleshso that when one perceives an entity, one

perceives all the properties at once. Fauconnidr Eurner’'s suggestion that this final, integrated

result be called &onceptual blenzégives rise to a methodological question: if the rabbinding
involved in e.g. construction of a display of visilmbjects is inaccessible to consciousness —s as i
manifestly the case (no amount of concentratiohallbw one to experience one’s own brain) — how
can the cognitive semanticist identify it and dagrthe process? One finds in cognitive linguistics
descriptions of grammatical structures and linguisteaning on the one hand and, on the other,
physical and chemical events to which the analgst ho introspective access but must observe
indirectly, by use of technological probes, aneiptet as indicative of conceptual activity.

From a representationalist standpoint, linguisteaning lends itself to two kinds of description:
what goes on in the brain, and what goes on innined. Imaginative enactment, or ‘mental
simulation’, is performed both neurally and expetigly, calling for two distinct descriptions. By
contrast, the anti-representationalist view defende the neural theory of language posits that
imaginative enactment is only performed neuralljtatvgoes on in the mind just what goes on in

the brain.

5. RELEVANCE AND THE EMERGENCE PROBLEM

The critique in this section concerns the issueelgivance- not only as it relates to the class-inclusion
view of metaphor and to relevance-theoretic notioing, but other accounts as well, including CMT
and CIT.As | aim to demonstrate, the problem identifiedisgeneral concern for all theories that
neglectcommunicative intentioas a factor in meaning construction.

The concept of relevance has sparked off a whelershunder its name (Sperber & Wilson 1986);

it is the motivation for one of theptimality constraints in CIT: The Relevance Prohei(Fauconnier

27
‘The perception of a single entity, like a cup, is an imaginative neurobiological feat still very poorly

understood by neurobiologists. That perception, which is available to consciousness, is the effect of
complicated interaction between the brain and its environment. But we integrate that effect with its causes to
create emergent meaning: the existence of a cause, namely, the cup, that directly presents its effect: its unity,
its color, its shape, its weight, and so on. As a consequence, the effect is now in its cause: the color, the shape,
and so on are now intrinsically, primitively, and objectively in "the cup." In perception, at the level of
consciousness, it is usually only the blend of cause and effect that we can apprehend. We cannot fail to
perform this blend and we cannot in consciousness see beyond it. Consequently, this blend seems to us to be
the most bedrock reality....” (Fauconnier & Turner 1999: 3; see also Fauconnier & Turner 2002: 56, 78, 82, 90,
105, 108, 118, 210, 267, 292, 389).
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1997: 65-66, 137-138). The historical division efreantics and pragmatics into separate disciplmes i
challenged by the cognitive-linguistic perspectivie, opposition to the generative tradition in
linguistics and the orientation in philosophy afigaiage toward propositional sentences. Heralded by
the novel, usage-oriented view of language appegarinthe '60s (Austin 1962, Benveniste 1966,
Searle 1969) — which demonstrated the role of septe aditterances- theories like mental space
theory and CIT represent a conceptual shift awagnfpreceding paradigms, disputing the old idea
that sentences are bearers of meaning indepenaénkigir function in human cognition:
Sentences bring together, in one linguistically bgemous form, heterogeneous and incomplete
information as to the cognitive constructions tgpeeformed within a context for the purpose of
constructing meaning. Meaning ensues when suchatipes are performed, but is not itself
directly assignable to sentences (Fauconnier 1994:
The idea of ‘constructing’ meaning is a modern fatherposmodern — one, materializing out of the
new focus on the human subject as an indispen&aditer shaping language and thought. Language is
a conceptual means and not a symbolic manifestafiomind-independent states of affairs. In thetfirs
book introducing philosophers and linguists to tleacept of blending, Fauconnier calls attention to
the need for theoretical adjustment, proclaimir@{® 5) that:
[A] shortcoming of modern work, found in this cdsah in linguistics and in philosophy, is the
sharp emphasis on separating components (e.gactigntsemantic, pragmatic) and attempting
to study the grammatical or meaning structure giressions independently of their use in
reasoning and communication.
Sentences are no longer to be seen as proposiiefised by truth conditions or as surface-
structure/deep-structure pairings independentadmiatic circumstances butespressionsthat is, as
components ofliscourse Fauconnier writes (1997: 163-1@&mphasis added
The participants in the conversation are promptegingratically to construct a blend, to find
contextually relevant features that produce infeenand to export such inferences via the
connectors. The rich meaning that will ensue is inberently contained in the grammatical
structures. What the grammar does is specify aerafgonstructions of blends from which to
choose and on which to elaborate. This is why laggufunctions so differently from codes,
logical truth-conditional systems, and the liken&ver does more than set a very schematic
stage for the meaning that is going on to be lami¢t negotiated locally in usage.
In this philosophical perspective, sentences regairdisambiguating pragmatic context: ‘when a
sentence is examined in isolation, and its integbi@ens are studied, it is necessary to construct
implicitly a discourse in which to interpret it’ §econnier 1997: 55).
Of course, this should be true of metaphorical esgions as well; and yet a theoretical
ambivalence prevails in metaphor theory — includii@ — regarding the situatedness of language. In

mental-space terms, tltiscourse base spa@®ntains the referents of the sentence rather ‘than
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situation of address’ (Benveniste 1971: 22?t8the speech event, its participants, and its imated
circumstances.

When mental spaces are ‘blended’, according to Gliicture from certain inputs is favoured
over other structural elements, and the input speamselves contapartial representations: locally
constructed wholes, not entire experiential domditzsvever, no technical explanation is offered why
the favoured structure is favoured or whgsepartial representations were selected.

The structural configuration of metaphorical ingns is flexible because it depends on
context. Turner writes (1991: 10émphasis addéd'‘in general, there is no fixed structure of the
target input space that the source input space maith, because the target input space has differen
structureunder different recruitments to .itTurner and Fauconnier seem in perfect agreerhanthe
differing recruitments ¢f. CIT's notion of partial projectio are motivated by what is deemed
relevant in context; yet these pragmatic motivatiame absent in the blending model of meaning
construction.

Seeking to incorporate aspects of relevance irgodiagrammatic blending model, Brandt and
Brandt (2005)present a revision of the networldschitecture that includes the grounding of meaning
in communicative acts — borrowing ideas from retee theory, speech act theory, cognitive
grammar, and semiotics. Inputs are defined as xpeession and content aspects of a sign, and the
blend as a Virtual space — setting blended spazgs, (metaphorical blends) apart from situations

without virtual identification as when breakfast and lunch combine in the wordnth’. On this

account, space building is grounded in the disebiEse spaéoewhere the expressive acts occur.
This, in turn, makes it possible to distinguishfafiént aspects of semantic-pragmatic relevance.
Indeed, the model delineates three aspects: sitifiargumentational, and illocutional relevance.
The category ‘shared structure between the inpigtstonceived as context sensitive — as
categories generally are in CL. The structure thptits have in common is specified by what is
situationally relevant — in contrast to the ide&iif that shared structure exists as a list oftiestand
relations — independent of any motivation in thacaptualizer to evoke them as similarities within a
‘generic’ space. The blended space contains elabficural images; the generic space — one of the
stock spaces in a standard mental space blend taimerabstract, skeletal structure (Turner &

Fauconnier 1995; Fauconnier & Turner 1996, 200Bg @eneric space — summarized by Gibbs (2000:

28
Langacker’s ‘ground’: (2002: 7-8, 1999: 79).

29
The blend is momentarily treated as if it were real and yields real inferences even though it is not vested with
belief.

* See also (Coulson & Oakley 2005) for their employment of a ‘grounding box’ in their mental-space analysis of
figurative meanings. The phenomenon is characterized as a box because, in the authors’ analysis, it is not
thought of as a mental space but as a list: i.e., the box ‘contains the analyst’s list of important contextual
assumptions...” (Coulson & Oakley 2005: 1517). Brandt (2010, 2013) examines the base space, defined as the
space of enunciation (see especially Chapter One and the sections 'Spaces and domains' and 'The semiotic base
space' in Chapter Three).
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349) as ‘some additive space of what two or momains have in common’ — traces back to Lakoff

and Turner’s (1989) concept GENERIC IS SPECIsllz,IdeveIoped further in (Turner 1991, 1996).

Turner’s (1996: 87) argument for the conceptuadtexice of a generic space is that one can reach
a generic interpretation without projecting it ordospecific target. He offers as a key example
proverbs, which he describes in terms of generiellenformation projected to a generic space whose
abstract story may then be applied to unlimitedatspaces. Possible contents of the generic space
in essence, the fundamental properties instrumeatahe structuring of human experience — are
(Turner 1991: 161):

...Basic ontological categories (such as entitgtestevent, action, and situation), aspects of
beings (such as attributes and behavior), evemtesfmuch as instantaneous or extended; single
or repeated; completed or open-ended; preserviegting, or destroying entities; cyclic or
without fixed stages that end where they begim)sabrelations (such as enabling, resulting in,
bringing about, creating, and destroying), imadeestas (such as bounded regions, paths,
forces, and links), and modalities (such as abitigcessity, possibility, and obligation).
Generic structures are constituted by mappingseahbtablish counterpart connections between input
spaces to guide the blending. The concept of mappiippears already in (Lakoff & Johnson 1980)
and is a central component in mental space thé@orgapping is ‘a correspondence between two sets
[read: mental spaces] that assigns to each eleméme first a counterpart in the second’ (Faucenni
1997: 1, Footnote 1).

Similarities in e.g. image-schematic structure make mapping pessdligning comparable
entities and relations in the inputs. The concéptoninterparts presupposes structural comparability
on the basis of whicklements in the source and target inputs may lexlfas contrasted in a blend.
Remaining unmatched structure in either space neatls be compatible, so as not to cause
unmotivated conflict. Some version of CMT’s Invarta Principle — asserting that mappings preserve
the image-schematic structure of the source doe@nsistent with the inherent structure of the targe

domain — may still apply, adjusted to mental spaestead of domains of experience, in the form of

: _— : 32 , : .
constraints on the projection of structure to thent from the inputs. ‘[The invariance principle]

does not require that the image schema projected fine source already exist in the target befoge th

3

1
Supposedly this is a conceptual metaphor even though neither source nor target constitute domains.
32

Interpreting the principle so that is it consistent with available data requires specification of what is entailed.
As Coulson writes (2001: 171-172) — based on insights arrived at, in part, from analysis of the digging-your-
own-grave metaphor — ‘these examples ["he’s digging his own grave", "it’s not too late to exhume ourselves
from the shallow grave we’ve dug for ourselves" (statement about the plight of the American educational
system)] show that the inferences suggested by metaphoric utterances need not result from projections based
on shared relational structure. In this respect, the source domain in a metaphor is less important than
previously thought [cf. the Invariance Principle], as causal structure in the source can be quite irrelevant for the
resultant construal of the target domain’. Coulson and Oakley (2003) argue that, in some instances, the
topology principle — one of the optimality principles in CIT (a parallel to the invariance hypothesis in exerting
pressure to preserve relational structure: p. 59) — can compete with other optimality constraints, such that
maximal preservation of relational structure may be ‘traded off’ in favour of other relevant concerns (p. 61).
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projection, but instead that the result of the getipn not include a contradiction of image schémas
(Turner 1991: 30).

It is worth noting a conflict in CMT not inheritdaly CIT, in part because CIT does not aim at
explaining the origin of abstract domains. In CI¥ @ CMT, one does not necessarily have
counterparts for every entity or relation in anothgace; it also cannot be the case that the tapgee
hasno structure at all. Since (Lakoff & Johnson 198@gre has been an unspoken conflict in CMT
between recognition of structural attunement ascéof in explaining constraints on the compatpilit
of source/target constellations, and a desire tvgoabstract domains as largely or entirely $tred
by more concrete domains via metaphorical projacsiach that the physical domain of sensorimotor
action and perception can be claimed ultimatelygtound the various other domains. In CMT,
projections are thought to occur between domaiatate structurally compatible: a notion supported,
in part, by the Invariance Principle); but, congrém this, CMT also claims that, in some cases, the
target domain can be inherently unstructured: ite target subject matter need have no structure o

its own. The longevity of the idea of unstructutatet domains is evident, given its appearance as

late as (Tendahl 2009:156), which refers to tadgetains with ‘no (or only little skeletal) strucda’J.r33

Whether instantiating entrenched mappings betweemahs or not, in CIT the blends of mental
spaces rely on structural compatibility as a fachativating e.g. metaphorical mappings. Structural
compatibility explainasvhy some mappings are felt to ‘fit'" while others Wwbwmever be considered.
This is true of domains as well as spaces. Thetignes whether similarities abstracted from input
spaces are representeccantained within a generic space.

Though it may be analytically possible to constraistexhaustive list for every blend, it seems
implausible that such a list space is evoked imtired of the conceptualizer in the act of consingrt
meaning. The presence of an extra space does Ipagx@ain the process of constructing the meaning
of a blend -which is probably why it is generally absent froerbal descriptions of how particular
meanings are derived — in some cases, even frodidgeams themselves.

Sweetser writes (2006: 38mphasis removéd ‘...mappings between input spaces are normally
structured by a generic space .... However, it islaanc either in Sweetser or elsewhere in the
literature, what constitutes normal conditions: whae mappings presumed to be structured by a
generic space and when not?

One might reasonably expect some sort of phenorogiwal motivation for positing the
existence of this kind of representation. Withduthe space gains the appearance afirarecessary

appendage, of no obvious relevance to understantimgemantics in questiomhis is particularly

33
The questionable reality of domains without internal structure aside, one argument against viewing certain

metaphors as transferring structure to a target with little or no structure is that, in primary metaphors, it is the
source domain that has ‘skeletal’ structure. Moreover, one would expect boundless variation in the
metaphorical coupling of domains, if — as is claimed — one domain can be inherently unstructured. This is not
what one sees: there are constraints on which domains can map onto which other domains. To take an
example from Lakoff (1993: 219), death ‘is not metaphorized in terms of teaching, or filling the bathtub, or
sitting on the sofa’.
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notable, | think, in the case of so-called ‘simpl#&nds’, composed of especially meager spaces and

claimed to account for construction of the meanifigsentences like ‘Paul is the father of Sally’
, 34 : : : . .
(Fauconnier & Turner 2002).Generic space often contains raleblending analyses; but, in the case

of simplex blends, role and filler are containedliput One and Input Two respectivéfyln the
analysis of Paul (filler) as a father (role), orede up with the categorgnan (the gender) in the

generic space — which does not add to understarigengemantics in question and, in any case, seems

somewhat contriveée.ln another simplex-blend example — ‘this is the o6 the building’ — ‘this’ and
‘the top’ exist in a focus input. They are saidmhap onto ‘a whole vertically oriented thing’ and ‘a
vertical extremity’ in a whole-with-parts frame utp This may sound rather odd: that the building
needs a whole-with-parts mapping to be conceived abole with parts; but what is striking is the
absence of any mention of generic space. It is tmske what the contents would be, other than a
‘whole’ or ‘vertical thing': i.e., other than a teration of the ‘vertically oriented thing’ input.

To get to the heart of the matter concerning relegaone must attend to what Vega Moreno
(2007) has dubbed ‘the emergence problem’. The ofuke disagreement between various theories
of metaphor is best illustrated by the controvessgr the infamous butcher-surgeon metaphor. It
presents certain challenges to metaphor theoriest-teast to CMT — sincé is not conceptually
motivated byexperiential convergence or permanent cross-mapgdihg metaphorical expression
‘this surgeon is a butcher’ activates the expeiddbmains of butchery and surgery: two domains no
systematically associated in advance. The utterdinkeg the ‘butchery’ source domain to the
‘surgery’ target domain is not a linguistiestantiation of an entrenched conceptual metaphaor;
*MEDICAL PRACTICE IS FOOD PROCESSING or *SURGEONSRE BUTCHERS. Neither does

it bank on a concrete-to-abstract directionality @inceptualization: source and target could

* The XYZ form — ‘X is the Y of Z’ — was originally of semantic interest because of the hidden W in XYZ
metaphors — ‘Xis to Z as Y is to W’. Mental spaces were shown to help account for the figurative meanings thus
analyzed (see e.g. Turner 1996). However, by (Fauconnier & Turner 2002; especially Chapter Eight), interest has
shifted from the underlying semantics of XYZ metaphors (‘vanity is the quicksand of reason’ [Sand], ‘the Child is
father of the Man’ [Wordsworth]) to their syntactic form; so the authors include in their discussion such literal
statements as ‘Paul is the father of Sally’ or ‘this is the top of the building’. XYZ blends have come to be
defined, not semantically, but in terms of the syntactic form of linguistic units; the construction itself prompts a
blend. ‘..The syntax and mapping scheme of "The Child is father of the Man" are the same as the syntax and
the mapping scheme of "Paul is the father of Sally"’ (Fauconnier & Turner 2002: 142).

Attrlbutes and the entities to which the attributes apply are thus thought to be represented separately.

* In addition to ‘local’ generic spaces with structure abstracted from inputs, Fauconnier and Turner claim the
existence in multiple-integration networks of an unspecified number of ‘global’ generic spaces as abstractions
of one of more spaces in the network. ‘A blended space is a mental space, and we can always make a more
abstract version of a mental space’. Using ‘this surgeon is a butcher’ as example, the authors suggest a host of
abstractions fitting the blend. ‘One very abstract generic space fitting this blend has only a person who acts. A
less abstract one has an actor and something acted upon. A still less abstract space has an actor and the
physical object (living or not) acted upon. A generic space derived in this manner might coincide with the local
generic space over the inputs, or be more abstract, or be more specific. Or it might contain abstract structure
corresponding to emergent structure in the blend, in which case it will not fit the inputs’ (Fauconnier & Turner
297-298). The authors do not state under what circumstances, how, or for what reason these spaces exist;
perhaps the phrase ‘derived in this manner’ indicates that stating their conceivability is a method of derivation.
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conceivably be reversed, given the right con%;@n every account, the metaphor is taken to be a
criticism of the surgeon; in most analyses (e.g. Gradgl 1999,Fauconnier & Turner 2002), is

said to predicate incompetence. Glucksberg (1998 wtites of the surgeon-as-butcher that he is ‘a
member of the category of people who botch jobeprehensible and often appalling ways’; Brandt
and Brandt (2005) write that he is reproached faciicing his profession with an attitude of reckle
indifference; he is hence said to act in an ethicaddefensible manner. Vega Moreno (2007)
mentions incompetence, malice, negligence, andesamess as possible implicatures. No account of

the meaning of the butcher-surgeon metaphor failsiterpret it as a criticism, illustrating thateth

metaphorical relation between source and targetatdre one of mere projectig%ln CMT, meaning
derives from the source domain; but nothing inhererthe experiential domain of butchers warrants
negative evaluation. How does the critical meamimgrge?

Glucksberg (1998) attempts, unconvincingly, to mefbutcher’ as having an inherently negative
encyclopedic meaning; the alleged meaning regigtt@besupposes the existence of butcher
metaphorsVega Moreno (2007) uses this to criticize Gluckgtseattribution model of metaphor.

Charting historical theory development leading aghe present, Vega Moreno describes how
much contemporary research on metaphor has movey &om ‘feature matching’ models of
metaphor — the idea that metaphor comprehensiaslvies matching properties between topic and
vehicle — toward ‘attribution’ models, by which raphor interpretation is a matter of attributing a

subset of properties of the metaphor vehicle tontie¢aphor topic. ‘A very serious problem for both

37
Sperber and Wilson (2008) mention the possibility of reversal. They offer the example ‘this butcher is a

surgeon’. Note, however, that Sperber and Wilson do not analyze the sentence as an utterance. They
hypothesize an apparently context-free, static meaning as a symmetrically reversed version of their — similarly
isolated and context-free — example 'this surgeon is a butcher'. ‘The interpretation of ['this butcher is a
surgeon'] is equivalent of the one for ['this surgeon is a butcher'], and involves the construction of an ad hoc
concept SURGEON¥*, denoting people who cut flesh with extreme care. A butcher who is also a SURGEON* is
outstandingly competent and trustworthy. The predicates BUTCHER* and SURGEON*, along with the
implication of incompetence for a surgeon who is a BUTCHER* and of competence for a butcher who is a
SURGEON*, emerge unproblematically in the course of an inferential comprehension process guided by the
search for relevance’ (Sperber & Wilson 2008: 97-98). | am skeptical of this analysis, first and foremost because
the authors overlook the significance of contextual grounding and seemingly take for granted that the
metaphor has a fixed meaning — despite the denunciation, in relevance theory, of fixed metaphorical meanings.
If the butcher is a surgeon, the butcher is said to be competent. Equally likely is the possibility that the
metaphorical surgeon predicate serves as a complaint that the butcher in question is not efficient enough.
Separating meat from bones ‘ain't surgery’: it needs to be done with accuracy and speed. A butcher ‘being’ a
surgeon — doing his job as a surgeon would —would not, in this scenario, be doing his job competently.

* Grady and colleagues (1999) make just this point: simple projection cannot account for emergent meaning. It
is unclear how CMT should analyze the butcher-surgeon metaphor. Would its proponents propose that the
emergent meaning is predictable from the source category? Lakoff (2008: 32) attempts a solution involving the
formula A PERSON WHO PERFORMS ACTIONS WITH CERTAIN CHARACTERISTICS IS A MEMBER OF A
PROFESSION KNOWN FOR THOSE CHARACTERISTICS. Lakoff characterizes this as a formula for conceptual
metaphor, but it reads more like a formula for hyperbole: e.g., one may jokingly refer to someone funny as a
‘comedian’. In any event, it is hard to see how A PERSON WHO PERFORMS ACTIONS WITH CERTAIN
CHARACTERISTICS could conceivably become a useful domain in human experience. Tendahl and Gibbs (2008:
1830) express a similar skepticism, calling for further linguistic analyses ‘to clarify the exact conceptual
metaphor at work’.
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matching models and attribution models is that som@s the set of properties which are attributed to
the topic are not stored as part of our repredentaf the vehicle...” (Vega Moreno 2007: 75). To
illustrate, Vega Moreno offers two metaphoricalrapées, the first being a butcher-surgeon metaphor:

(1) Doctor: |1 am afraid the surgeon who performaedesarean on your wife perforated both
ovaries. | had no choice but to remove them. Hudblawant that surgeon out of the hospital.

That surgeon is a butcheé?r!
(2) Jane: | know | have to speak to my boss but bfraid of him. He is such a bulldozer!

The speaker in [1] may be expressing the thought{a} his wife’s surgeon is highly
incompetent, dangerous, careless, etc. The spaak&rmay be expressing the thought(s) that
her boss is stubborn, difficult to deal with, thati not respectful to her, that he undermines her
needs, her thoughts, etc. The problem raised bgetlexamples is that our knowledge of
butchers does not include the assumption that brgchre negligent and careless and our
knowledge of bulldozers does not include the assiomphat they are disrespectful or stubborn.
Since the set of intended properties are not stasepart of our representation of the vehicle,
they can be neither matched with the propertiegth@ftopic nor attributed to it. Both matching
and attribution models therefore fail to explaimhibhese properties are derived (Vega Moreno
2007: 76)
On a semiotic account, the construal of the butspece is determined by relevant aspects of the
target: the patient’'s caesarean supposedly mosithgelaboration — ‘composition’ and ‘completion’
in CIT terms — of the butcher and surgeon spacdshance the negative evaluation of the surgeon.
Other explanations seek to derive the meaning fiiwe concepts evoked by the sentence
independently of any speech event. Glucksberg amgs&t (1990) argue that metaphors are

understood as class-inclusion statements. Theyridesmetaphorical predication as a matter of

including the target in a superordinate categorywbfch the source is a prototypical exarﬁ%le
alternatively, the source entity has a metaphorieggdning fixed in the lexicon, which is then asedb

to the target'The categorical statementMy surgeon was a butcheassigns my surgeon to the class
of people who are incompetent and who grossly btitelr job’ (Glucksberg & Keysar 1990: 9pn

this view, it would appear possible to predict theaning of the form ‘T is a butcher’: T is someone
‘grossly incompetent in tasks that require finesdd] and expertise’ because that is a meaning of
‘butcher’, according to the dictionary entry. Theference to a superordinate category or ‘class’

seemingly circumvents the need for conceptual matémn in a third mental space; in this respeda, th

* ‘Glucksberg and colleagues often illustrate their ideas with the example “my surgeon is a butcher”. They
argue that in understanding this metaphor, the hearer aligns vehicle properties and topic dimensions, thus
constructing an attributive category “people who are incompetent and who grossly botch their jobs”, which the
vehicle typifies and which can assign a negative value to the dimension of “skill” provided by the topic...” (Vega
Moreno 2007: 78).

0 Vega Moreno (2007: 74) points out difficulties with this. First, the source category — e.g., ‘butchers’ — can
potentially be members, even typical members, of an indefinite number of ad hoc categories. ‘Second,
according to Barsalou's experiments, prototypicality is an unstable notion which varies across contexts, points
of view, individuals, etc. with the typicality of a given member arising as a byproduct of constructing an ad hoc
category rather than as a prerequisite to the construction of that category. Third, even if we take
prototypicality to be a stable notion, and assume that [the] metaphor vehicle can exemplify only a limited
number of ad hoc categories..., none of these categories may be the one intended by the speaker on a certain
occasion ...".
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theory is akin to CMT. The predicate is transferfi@in source to target, thereby including the targe
in the attributive category.

However, even if some variability is allowed — sgethe metaphorical predication as the result
of category interaction between source and tatgking into account the possibility of variant teig
— explanatory difficulties arise. tthe assumegper Glucksberg (2001), that attribution of properi®s
a function of possible superordinate categoriesngkiied by the source category and conceptual
dimensions offered by the target, one concludesstttgacategory of incompetent workers — of which
‘butcher’ is claimed to be an exemplar — fits th@ehsion ‘skill’ in the target. The dimension ‘dkil
Is thought to be inherently salient to the catedewygeon’, suggesting a view of categories ascstat
and context independent. In a sense, Glucksbenmgoadkdges ‘relevance constraints imposed by the
topic’ (Glucksberg 2001: 55); but, because he thinkrelevancestrictly in relation to source and
target as static categories, relevant constranetsianilarly static and context independent. Higdeio
does not explain how a dimension is selected —oa&ming partly due, | think, to topical concepts
being imagined as categories rather than scenamogartial and temporary representational
structure[s] which speakers construct when thinkimgtalking (Grady, Oakley & Coulson 1999:
102)

| note three other problems withe analysis. First, ‘my surgeon was a butcher oaly be
described as a categorical statement insofar asgmoees what the metaphor about There is no
reason why the@d hocsuperordinate category ‘the set of workmen whoimcempetent and grossly
botch their jobs’ should be constructed, if theeimted inference is about a particular surgeort, ias i
in the example given. The intention is hardly téegarize the surgeon as belonging to a set, so the
critical question is a methodological one: whyaimalyzing the metaphor, construct a category that i
not warranted by any relevant circumstances péngimo the situation where the metaphor is
produced?

Second, the class-inclusion account of metaphotssttie issue how ‘...is a butcher’ becomes a
negative predicate of the target enfityThe predicative meaning ‘my surgeon was incompeded
grossly botched the job’ is said to be the resu#l togical operation, given the predetermineddaki
meaning of ‘butcher’. The predicate ascribed tosingeon comes from one of the Webster dictionary
entries for ‘butcher’: ‘an unskillful or carelessorkman’ (Glucksberg & Keysar 1990: 9). Since
butchers are not generally thought of as grosslgmpetent or ‘unskillful or careless’ — they aré no
prototypical instances of ‘the set of workmen wihe imcompetent and grossly botch their jobs’ — how
did the lexical entry butcher acquire this conventional meaning? The answegoofse, isfrom
metaphor Vega Moreno (2007: 78) notes the circularity afusnent from a relevance-theoretic point
of view:

There is an important problem inherent in this welbwn example...: how can people construct
the ad hoc attributive category ‘people who ar@mpetent and who grossly botch their jobs’ by

selecting a subset of properties from the metapébicle if the property of ‘botching their jobs’ is
not part of our representation of butchers? Ourwkedge of real butchers may include the
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assumptions that they cut and sell meat, that tisgy sharp knives, etc. It does not, however,
include the assumptions that butchers are incompetegligent, careless or people who botch
their jobs. If we thought butchers were generaigompetent, we would not trust them and would
never buy food from them. Since these propertiesnat associated with the metaphor vehicle,
and since the Class-Inclusion view takes the adaltoibutive category to be formed by selecting
properties from the vehicle, it is not clear howstbategory is ever formed. Lacking adequate
machinery to construct the ad hoc category the kgpemtended to convey in producing the

metaphor, the Class-Inclusion theory cannot accfmuriiow emergent properties are derived.

Third, what is salient about the target may vapnfrinstance to instance; it cannot be identified by

any one dimension like ‘skill. Though it may be \alid generalization that ‘butcher’, used

, : 41 : . : .
metaphorically, conveys a negative meaninte attributes predicated vary and, in some it&sn

imply a more active agency, involving e.g. brutalir lack of compassion, than that implied in the
examples discussed hé?e.

Vega Moreno argues (2007: Ch.4330hat the problem causing these theoretical diftfies: for
various interaction theories, including CIT, is ggally attributable to two things: (1) omissionasfy
account of how the interaction between categoridemains / mental spaces is supposed to make
meanings emerge and (2) exclusion of the spéaketentionality as a factor in interpretation. She
writes (2007: 75emphasis added

...Saying that metaphor interpretation (and categanystruction) depends on an interaction of
topic dimensions and vehicle properties cannotarphow an utterance can have an indefinite
number of possible interpretations, or how the éeahooses or constructs a hypothesis about the
one intended by the speaker. Not only can a sidighension-property combination open the way
to a range of possible interpretations [as in 3& 3im below], in many cases a good number of
properties of the vehicle can be used to charaetexigood number of topic dimensioBSice

41
Notice, however, that instances of metaphor exist where the source domain of butchery contributes to a

framing that is not laden with negative meaning: e.g., the Danish metaphor at skaere ind til benet (‘to cut to the
chase', lit. 'to carve close to the bone') means to make a straightforward and precise ("clear-cut") assessment
eliminating inessential material. The metaphor exploits the imagery of cutting meat off a bone with high
precision so as to eliminate waste — an economically sound practice associated with skillful butchery. Thus
applied to the domain of argumentation the domain of butchery serves to enhance the idea of skillful

exactitude.
42

Henry Kissinger in conversation with President Nixon (The Nixon Tapes, 25 April 1972). NIXON: The only
place where you and | disagree... is with regard to the bombing. You're so goddamned concerned about
civilians and | don't give a damn. | don't care. KISSINGER: I'm concerned about the civilians because | don't want
the world to be mobilized against you as a butcher. (Transcript available at the the National Archives.) For
further examples, see (Brandt & Brandt 2005; Brandt 2013: Ch. 3).

® ‘A metaphor, for example a nominal metaphor of the form X is Y, may be used to convey a wide range of
different meanings [“That lawyer is a shark”, “John is an iron bar”], and involve the formation of a wide range
of different ad hoc categories.... The question is: what determines the formation of the different ad hoc
categories...? The Class-Inclusion Theory provides no answer to this question. According to this theory, aligning
a metaphor topic and a metaphor vehicle should result in the emergence of a combination of topic dimensions
and vehicle properties which should form the basis for the construction of the ad hoc category to which topic
and vehicle belong, and so the basis for the interpretation of the utterance. If this is all there is to metaphor
interpretation, aligning the same topic and vehicle should result in the emergence of the same combination of
dimension and property, the construction of the same attributive category and in the derivation of the same
interpretation across contexts. This is clearly not the case’ (Vega Moreno 2007: 73-74). Vega Moreno does not
direct her criticism solely at CIT but interactive views in general.
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every combination offers a potential ad hoc catggorwhich both topic and vehicle can be said
to belong, how does a hearer know which one wanddd?The Class-Inclusion Theory lacks
adequate interpretive tools to answer this question

Vega Moreno gives two examples of the same dimansioperty combination yielding different

implicatures (3a, 3b), and two illustrating varais on vehicle (i.e., source) properties (3c, 3d):

(3a) (Of a surgeon who has been negligent) Thajesuris a butcher.
(3b) (Of a pianist who has played terribly badly)eTpianist butchered the sonatas.
(3c) (Of a teacher who fails most of the class)tTeacher is a butcher.

(3d) (On a gruesome crime scene) This man is &bdtc
She writes (2007: 73):

| agree with the ‘interactive’ idea that the presepf the metaphor topic has an effect on the set
of attributes or assumptions which we access frioennbetaphor vehicle on a given occasion
(e.g. the activation of a certain concept in memmay have an effect on how we process
incoming information). However, | don’'t agree withe assumption that by putting a certain
topic and a certain vehicle in the same senteriee,right combination of dimension and
attribution will emerge, by magic, providing an gdate basis for interpretation.

This leads into a discussion of the problem of gyemece (2007: 76-78):

Properties which are not part of the hearer’'s mgrgtion for the metaphor vehicle or the
metaphor topic, but which seem to emerge in ingtipg a metaphor, are often referred to in
the literature as ‘emergent properties’ or ‘emetdentures’. Examples [1] and [2] show how
emergent features play a crucial role in arrivirigttee meaning the speaker intended to
communicate in uttering a metaphor. It follows frirs that any adequate account of metaphor
interpretation should aim to provide an explanatbhow these emergent features are derived.
| shall refer to this as the ‘emergence problem’nmétaphor interpretation.... Saying that
features emerge from interaction is not explanatibris necessary to spell out how it is that
they are derived. One should then expect the degninodels inspired by Black's ideas
[metaphor interpretation as essentially an intéragirocess between two concepts or domains]
to provide a detailed account of the pragmaticagndtive steps involved in the derivation of
new mental structures and the emergence of newepgiep. Unfortunately, although a
substantial amount of experimental research has Iséenulated by the romantic idea of
metaphor as powerful and creative, very little wbds been done to explain how emergent
properties are derived. In fact, experimental watkich deals explicitly with the issue... has
mostly been concerned with presenting evidencdhierexistence of emergent features rather
than explanation of the cognitive processes inwblwvetheir derivation. The lack of work on
accounting for the derivation of emergent propsriremetaphor interpretation is surprising not
only because solving the ‘emergence problem’ isret&d for understanding how metaphors are
understood but also because most modern approaxhestaphor are based on the assumption
that something new is created in interpreting aapiedr. The issue of emergent properties is a
thus a problem for all theories which aim to acadonhow hearers arrive at the interpretation
intended by the speaker’s use of a metaphor....

Despite the advantages of modern cognitive appesatthmetaphor, ‘a problem common to all these
approaches is that they lack thmagmatic inferential mechanismaecessary to guide the
comprehension process and to account for the watitvito of properties and the derivation of emergent
properties taking place in interpreting a metapl/éega Moreno 2007: 8®mphasis addéd- so, too,

in the case of blending theory, its own advantagewithstanding. In her efforts to pinpoint the mai
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challenge facing the theory, Vega Moreno critig@=ady and colleagues’ (1999) analysis of the
butcher-surgeon metaphor, explaining why the psE®sfcompositioncompletion,andelaboration
cannot — as Grady proposes — account for metapfroprehension. She poses thame question
motivating the inquiry in (Brandt & Brandt 2005):hat determines the emergence of meaning?
‘Scholars pursuing Blending Theory argue that emmetrgproperties arise naturally from the
construction of the blended space. But if a blensiegice is constructed by projecting information

from different sources, namely input spaces andy@apaedic information, how can anything

“emerge”?’ (Vega Moreno 2007: §6)
Vega Moreno (2007: 80) summarizes how blendingyasigktake one through the vital steps of
constructing a metaphorical representation of almrtsurgeon but misses a step that would allow one

to get from the metaphorical blend to the critizeaning intended by the metaphor’s utterer:

It is important to notice, however, that the bleshdspace provides us with a certain
representation which cannot be the one the spéatieeided the hearer to derive. The speaker of
the metaphor above, for instance, does not intendommunicate that there is a butcher
operating on a patient but that there is a cegamgeon who does not do his job properly. The
blended space provides information which is indemsistent with a literal interpretation of the
utterance, the interpretation that my surgeon riead butcher! Attempting to explain how one
gets from this interpretation to the intended anplies a variant of the standard serial model of
metaphor interpretation [based on the assumptiaindérivation of metaphorical meaning relies
on rejection of literal meaning] so widely critiedd among psychologists. Maybe the hearer is
simply supposed to take the blended space metaphgrso as to derive the set of thoughts the
speaker intended to convey. If this is true themfog the blended space does not account for
how metaphors are understood and just takes usémdless circularity.

Vega Moreno’s critique of blending theory ultimgtederves as an appeal to take seriously into

accountthe speaker’s communicative intenti¢g@607:81):

One important problem with Blending Theory, andhwmibany psycholinguistic approaches to
metaphor, is that it does not take seriously imtwoant the speaker’s communicative intentions. |
have shown earlier how a single metaphor ‘Johmigan bar’ or ‘my lawyer is a shark’ can be
used to convey a number of different meanings &erdint occasions. In order to explain this in
terms of Blending Theory, one would have to sayhbarer forms a different blend [on] every
occasion. It is not clear how this can be doneceithe projection from input spaces to the
blended space is taken to be based on structundhsties between spaces and not in the search
for the recognition of speaker’s intentions, thexeno apparent reason why different elements
from an input space would be projected into thenddel space on different occasions. In fact,
even if the explanation of different interpretagaomere to be given in terms of different types of
completions of the blend, the theory cannot explehat determines these different completions.

Given Vega Moreno’'s arguments, it is not surprisithgit her solutionemphasizes discourse

comprehension and derivation of the inferential mmeg determined by the speaker’s intentions.

“ The CIT diagram features a surgeon space, a butcher space, and a blend of the two spaces in which the fused
agent has a surgeon's goal but uses a butcher's means to achieve it. In a generic space, an abstract agent uses
general means to achieve a general goal. The intended meaning of incompetence derives from a crossover
between the goals and means of butchers and surgeons, respectively, creating a mismatch of using a butcher's
means for the surgeon's goal of healing a patient. The analysis omits any explanation for why the agents'
crossover does not have a surgeon's means and a butcher's goal, which might equally have been the case.
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Perhaps more surprisingly, her proposal continnethé tradition of CIT or attribution theory in
adopting Glucksberg's insertion afl hoccategories into the interpretive analfgiShe adds an extra
analytic dimension meant to close the attested gagsIT, in the form of an inferential process

yielding the intended implications: ‘...an inferemti@ocess which may involve several inferential
steps, and several instances of pragmatic finexynbefore the resulting implications may be
plausibly taken to apply to [the target]’ (Vega Moo 2007: 110; see also Sperber & Wilson 2008).

The examples she analyzes are all nominal metagxpigitly linking a target and a sourcg:
IS S presented with no — or minimal — discourse cant&s a result, the meaning to be explained
remains vague, typically represented as a shdarbfisttributes followed by ‘etc.’. In the butcher-
surgeon example (‘that surgeon is a butcher’), dralysis of the inferential process consists of a
sixteen-step list of implications. Not necessafisocessed in strict sequence, the list involves
deduction from a constructeati hoc category of people who make less-than-optimalsioos to
surgeons in general, and from surgeons in generédhat surgeon’. Her analysis of the mapping
relations and blended imagery in (Graelyal 1999) is replaced by a relevance-theoretic notibn
category formation, characterized as the ‘adjusth@nan initial encoded concept and a process of
deductive reasoning meant to ‘derive a set of iogpions that may help to satisfy [the hearer’s]
expectations of relevance’ (2007: 106).

It is not entirely obvious why Vega Moreno abansitime idea of blended spaces altogether. One
might suppose that, adapted to her relevance-thedramework, it might help explain the proposed

process of conceptual adjustméGnNeither does she make clear exactly how aldehoc concept
BUTCHER* yields the intended meaning. She says tmy (2007: 111): ‘the inferential process may

45

Each category is represented by a lexeme marked with an asterisk and written in capital letters.
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See (Tendahl 2009) for a proposal along these lines. Tendahl acknowledges the ‘need and possibility of

achieving a broader and more realistic theory of metaphor’ (2009: 276) by bringing together research from
different disciplines with overlapping research goals. He presents a hybrid theory integrating relevance theory,
CIT, and CMT. As he points out, relevance theory has yet to offer any suggestion as to how the ad hoc concepts
it proposes are formed or how mutual adjustment of lexical content, explicatures, and implicatures occurs.
Similarly, CMT offers no suggestions about ‘the conditions determining which elements from a source domain
are mapped to a target domain’ (2009: 287); generally speaking, it has paid insufficient attention to pragmatic
aspects of metaphor use as well as the creation and interpretation of metaphors that do not instantiate any
underlying conceptual metaphor. Tendahl sees advantages to integrating these three theoretical frameworks
not least for the interest all of them take in the online processing of metaphor. He finds the network model
well-suited to capture ‘the dynamics of the ways in which different kinds of linguistic and contextual
information interact’ (2009: 286). Though | agree with the overall sentiment, problems persist in the merger —
including, | think, atomistic use of mental spaces (see Section 5.5, where each lexical concept acquires its own
mental space). Other problems include a missing semantic dimension to the analysis of relevance in relation to
interpretation of meaning, and an enduring belief in the explanatory power of ad hoc concepts and
metaphorical lexical concepts that already have metaphorical meaning when applied in analysis. Among other
examples, Tendahl analyses parts of a speech by Tony Blair employing strikingly metaphorical language: ‘...we
have launched an unprecedented crusade to raise [educational] standards" (2009: 249). He rightly notes the
impression of enhanced force emerging from the blend of political action and an ‘unprecedented crusade’ but
does not explain how that impression emerges. Furthermore, the derivative lexical concept CRUSADE2
(CRUSADE1 being a literal crusade) — including ‘assumptions about campaigns, political/religious/social change,
etc.’ (2009: 256) — presupposes the very metaphoricity it seeks to explain.
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involve several steps, which take the constructbdh@ concept further and further away from the
encoded concept ...." Metaphorically speaking, thacept is taken ‘further and further away’ by
‘following a path of least effort’. Why does thigjhpen?... simply to ‘yield appropriate implicatibns

One reads that the ‘adjustment’ inferentially watsaimplications that help satisfy the hearer's

expectations of relevance; but no semantic anabssies. Her repeated references to adjustment

. . : : o . 47
begin to appear formulaic and still do not explainvthese implications are derived.

6. THE RELEVANCE OF METAPHOR

In Vega Moreno’s relevance-theoretic account ofapleor,ad hocconcepts may highlight similarities
between concepts; or, as in the case of the bumghsurgeon or the bulldozing boss (‘my boss is a
bulldozer’), they may exclude all members of thégioal, non-metaphorical category. Thus, the
‘butcher’ category can represent brutality and ‘t@ldozer’ category insensitivity, despite there
being no insensitive bulldozers and no butchers dha unethical or incompetent by virtue of being
butchers. ‘...The resulting ad hoc category may aeloertain members of the denotation of the
encoded concept. In other cases, it may excludéhallmembers of the denotation of the encoded
concept, so that the literal referent of the metaptehicle is not only not a prototypical member of
the resulting ad hoc category, but not a membailat’ (Vega Moreno 2007: 126-127). Tlael hoc
category BULLDOZER?*, said to develop unconsciousiyinterpreting the metaphor ‘my boss is a
bulldozer’, denotes neither bulldozers nor bulldoztributes nor any inanimate entity, but people
who are ‘disrespectful, obstinate, undermine opfeaple’s feelings and thoughts, etc.’ (2007: 97)

That the entities the encoded concept normally wsniall outside the denotation of the ned,
hoc concept is not regarded as a problem. ‘Becausertbeded concept is merely a starting point for
inference, there is no reason why it should noadijested to a point where the entities it is nolynal
used to denote fall outside the denotation of #ne ad hoc concept that results’ 2007: 105). &tie
hoc category is to be thought of as a class or sethioh the target belongs; the boss in question thus
belongs to ‘a set of people who are insensitiveh&ofeelings of others, ignore their suggestiorgs an
objections, are fixated on their own goals at tkegease of others, are a danger to those who oppose
them, etc.” (2007: 112) It remains unclear on wdraunds Vega Moreno deems it plausible that the
conceptualizer must conceive of a set includinglibss as only one among many members, never
mind how the conceptualizer derives this allegeammgy. That the conceptualizer follows a ‘path of

least effort’ €f. Sperber & Wilson 2008) seems to me an insufficeerswer.

47
In the course of just a few pages (2007: 106-108), she makes up to seven references to adjustment

warranting the derivation of a set of implicatures to help satisfy the hearer's expectation of relevance — leaving
the reader increasingly curious as to the cognitive process by which this is achieved. As Tendahl notes (2009:
153): ‘according to relevance theory, we should assume that for butcher we create an ad hoc concept butcher*
the denotation of which should encompass surgeons. However, we still do not know how we can extend the
denotation of “butcher” in a way that surgeons are captured and the notion of incompetence is included....
Often the gap between a lexical concept and an ad-hoc concept cannot be accounted for theory-internally in
relevance theory.’
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Vega Morena intends that a process of adjustmerdusats for the transition: ‘...the concept
conveyed by the word “butcher” [and similarly byetivord “bulldozer”] is continuously adjusted in
order to warrant the derivation of these implicati2007: 104-105). It remains a mystery how this
adjusted category comes into being. The procespemapbehind closed curtains, so to speak; the
hearer may only come to know the novel categomr dffte fact: i.e., after having arrived at the hesu
‘...It is important to bear in mind, that the heaoérthe utterance does not find out what the actual
denotation of the concept BUTCHER* constructed miyithe interpretation process would be until he
arrives at an interpretation... which satisfies igeetations of relevance’ (2007: 103).

Since Vega Moreno suggests no retrospective retmtisin to shed light on the conceptual
process entailed by the adjustment, the semantitiseointerpretation process, leading to satisfied
expectations of relevance, remains obscure. Tlegjéation of the adjustment process — constrained
by the general regulatory mechanisms of relevances meant to ease dissatisfaction with the near-

magical emergence of metaphorical meaning attribtiee CIT and blending theory, among other

interaction theorié% but one is left with the unanswered questiorilesdahl and Gibbs (2008: 1839)
point out, ‘why a physical attribute can acquinesgchological sense’.

Vega Moreno aspires to an account of metaphor dbas not require any alignment of or
mapping between domains. Nevertheless, elementatriibutes are aligned and compared. In the
case of the butcher-surgeon metaphor, the necegsagmatic fine-tuning’ is hypothesized to
involve inferential steps (f) and (g): (f) ‘a bueghcuts dead meat in a way that falls far shoithef
high levels of precision, delicacy, foresight andnping to avoid risk required in a competent
surgeon’, (g) ‘the surgeon is a BUTCHER* (where BLHER* denotes people who make incisions
in a way that falls far short of the levels of pséan, delicacy, foresight and planning to avoiskri
required in a competent surgeon)’ (Vega Moreno 2Q02) How are these inferential steps arrived
at? How does the butcher come to be evaluategdasyaon (his method “falls short”)?

The style of analysis precludes justification. Noogedure is indicated for countering or
confirming particular analyses; one can only tryasrertain whether they are internally coherent.
Methodologically speaking, the empirical dimensismeplaced by a logical-inferential one. From a

standpoint of cognitive processing and communieatelevancethe theory lacks an epistemic — and

48Compare Sperber and Wilson's (2008) deflationary claim that metaphor is 'nothing but looseness', arrived at
‘in exactly the same way as literal, loose and hyperbolic interpretations: there is no mechanism specific to
metaphors, and no interesting generalisation that applies only to them’ (2008: 84). ‘It is just that, on the whole,
the closer one gets to the metaphor end of the literal/loose/metaphorical continuum, the greater the freedom
of interpretation left to hearers or readers, and the more likely it is that relevance will be achieved through a
wide array of weak implicatures, i.e. through poetic effects. So when you compare metaphors to other uses of
words, you find a bit more of this and a bit less of that, but nothing deserving of a special theory, let alone a
grand one’ (2008: 103) The authors wish to extend their theory to account for poetic effects not just in speech
but in literary texts as well. One question that comes to mind, somewhat — though not entirely — off topic, is
how a theory hinging on the discourse interaction between speaker and hearer in online situations can deal
with literary discourse, where meaning is created outside this kind of situationally grounded interaction.

49
Cf. Vega Moreno 2007: 73.
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indeedpragmatic— rationale for the proposed hoccategories to come into existence: what, in the
process of meaning construction, prompts concedparal to construct these concepts? To take an
example, the ‘category’ account of the butcher-sangmetaphor (Example 1: ‘Husband: | want that
surgeon out of the hospital. That surgeon is aHautt) introduces a whole group of surgeons int® th
inferential equation: ‘surgeons who make incisiona way that falls short of the levels of precigio
delicacy, foresight and planning required may caeseus damage to someone in their care’ (Vega
Moreno 2007: 103). Yet the expression only makésreace to one particular surgeon; one wonders
what warrants the evocation of surgeons in gené&rad. speaker has no evident reason to relate the
ovary-removing surgeon to a general class of pewaple botch jobs, etc. What makes such a broad
category relevant for meaning constru&\th no obvious semantic or pragmatic motivatitime
category appears to be a purahalytic construct.

Thead hoccategory BUTCHER* is similarly problematic. It ‘detes people who make incisions
in a way that falls far short of the levels of pséan, delicacy, foresight and planning to avoiskri
required in a competent surgeon’ (Vega Moreno 2002) and, in yet more inclusive terms, ‘the set
of people who fall short of the standards of priecisdelicacy and foresight required in making an
incision, causing damage to humans beings in ttaeie, and being liable for sanction as a result'.
(2007: 105) ‘The concept BUTCHER* as presented fiera relevance-theoretic framework] would
denote anyone (not necessary surgeons) who magefttitis type’ (2007: 103) Though inferentially
useful in creating a valid deductive line of redagnit is hard to see why people other than busche
i.e. all “people” who make cuts of this type — wibble relevant to consider.

In the case of the metaphorical bulldozing boss,aliernative analysis might conceive of
‘removing obstacles in the way’ not as a featuratbibute —- REMOVE OBSTACLES IN THE WAY
— but as a quasi-narrative scenario unfolding & ¢bnceptualizer’'s imagination. A bulldozer — the
‘vehicle’ of the metaphor — removes obstacles ia’®mvay. If this is the aspect that the situatitynal
framed referential content (the boss) brings toftiwefront, then the virtually represented blend of
boss-and-bulldozer does something to the way irthvtiie scenario, with the forceful boss, is seen in
the mind’s eye. Mappings of quasi-narrative — teralty dynamic — structure make the relevant topic
structure stand out in vivid and exaggerated faengdering the predicate more potent and emotionally
evocative.The generic presentation of a bulldozer in actioovigles aforce-dynamicframing the
target scenario: presumably, the relation betweaapl@er and employee. The context provides a
relevant, contextually motivateschemafor evaluating the entity or relation in focus he ttarget
scenario now framed by the relevant force dynanoicshe source imagery — perhaps, in some
interpretations, a social schema for evaluatingcifipetypes of interactions involving conflicting
agendas, etc. In the mental space superposingetierig presentation onto the reference — the so-
called ‘blend’ — the target is thus framed by tlerative force dynamics of the source and poweyed b
its figural imagery: e.g., agent entity as bulldekess, patient entity as inanimate run-over ‘Stoiff

human road Kkill.
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With its focus on the dynamic aspect of meaningathar than encyclopaedic knowledge
structures — this kind of phenomenological desiciiptepresents a relevance-oriented alternative to
accounts positing thad hocinvention of superordinate categories such ashimeher’ category of
‘people who botch jobs in reprehensible and oftppadiing ways’ (Glucksberg 1998: 42); or, in
Sperber & Wilson’s analysis (2008: 97), the catgddentified as BUTCHER* ‘denoting people who
treat flesh in the way that butchers do’ — or, ge Moreno’s (2007: 105) more intricate analysis, t
category that ‘denotes the set of people who fadirtsof the standards of precision, delicacy and
foresight required in making an incision, causiragndge to human beings in their care, and being
liable for sanction as a result'.

The force-dynamic description helps explain what cisgnitively gained by the use of
metaphorical expressions. Furthermore, it addre¥sgm Moreno’s concern (2007: 136) that ‘if
comprehension involves an interaction or mappirtgveen two domains, there is a risk of circularity:
the properties which the topic helps select invitigicle are the properties attributed to the tdyyitche
vehicle’. The metaphorical blend exposes a cormglabetween the force-dynamic structure in the
blend of ‘source’ and ‘target’ inputs, with the ext of an experienced difference in théensity of
force’ On this hypothesis, the emotional potency of metaps due to the experienced intensification
of force in the target input when seen as the soumncthe blend, the one virtually the other, creating
a hyperboliceffect. The force-dynamic intensification and #eompanying imagery supporting it
explain the expressive advantages, both in comratiait and inner dialogue. The more strongly
experienced both the force-dynamic and figural aspet a metaphorical scenario are, the more

evocative the metaphtsnlr.

7. CONCLUDING DISCUSSION

Since the beginning, the nature and developmerontepts has been a significant focal point in
cognitive semantics, and with good reason. Theingdiste characteristics of categorization and

conceptualization are basic to any subject matkating to human cognition, not least language —

. . . . 52 .
shown to directly depend on the inner workingsust these phenomenawith mental space theory,
a theory appeared that could encompass, in itsesobppesearch data, the vast realm of human

expressivity — including multimodal, diversely egpsive phenomena like visual art, advertisement,

50
For more on the force-dynamic aspect of metaphor, see the discussion of the digging-your-own-grave

metaphor in (Brandt 2013: Section 3.1.3). The proposed analysis of gravedigging expressions provides a
methodological alternative to Coulson’s (2001: 168-172) and Fauconnier and Turner’s (2002: 131-135) ‘reverse
causality’ account, as well as to the vision put forth in (Ruiz de Mendoza lbafiez 1998: 273): “...a vision of
blended spaces as a by-product of the activity of working memory where matched productions retrieved from
production memory are executed to yield pre-established combinations of ICMs [Idealized Cognitive Models]'.

51
(Brandt 2013: Section 3.1.2) offers an in-depth semantic analysis of the butcher-surgeon metaphor.
52

For me, the perspective Lakoff offers in Women, Fire, and Dangerous Things (1987) was something of a
revelation: see e.g. Lakoff’s discussion of Rosch’s development of a radial theory of categorization.
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and literary conceit; in addition to addressing there traditional linguistic interest in isolated
sentences, increasingly reframed in terms of tpetential appearance in utterances. Lakoff and
Turner (1989) — who later diverged, assuming rakegrimus motorin the development of NTL and
CIT respectively — in this earlier work turn thattention from everyday to literary language, shravi
how the same conceptual metaphors underlying caioverh language play a role in the conceptual
structuring of poetic texts and other artificestlod imagination not governed by ordinary pragmatic
objectives. Turner’s enterprise of uncovering tliterary mind’ and Fauconnier’s efforts to improve
on contemporary philosophy of language have led s®mantic theory offering important insights.
From blending analyses of textual excerpts andrathws of material — e.qg., pictorial — CIT deveddp
the hypothesis that metaphorical meaning emergesoinceptual amalgamation of disparate
representational contents in a blended spaceptilager and even the existence of central infereates
the projection come not from the source input sgaenot from the target input space but only from
the blended space’ (Turner 1996: 62). Analysishefltiutcher-surgeon and bulldozing-boss examples
validate this point.

In CMT, metaphors have aemantic motivation. Similarly, CIT takes a semantic stance

approaching linguistic phenomena from a psychobdjicmentalist — rather than, say, behavioural,

computational or neuroscientific — point of vig%/\Despite the stated hypothesis of a correspondence
between mental and neural mappings — ‘we thinkhef lines in [the Basic Diagram] (lines that
represent conceptual projections and mappingsprassponding to neural coactivations and bindings’
(Fauconnier & Turner 2002: 46) — CIT remains, fdriatents and purposes, a semantic theory.
Consequently, a ‘good’ blend is defined on semagticunds, in terms of its effectiveness in
expressing an idea, the degree of compressionvachiés adaptability, etc.

The term ‘correspondence’ is equivocal: does itlymihe auxiliary co-occurrence of neural

activity or actual identification? This presentsmsthing of a Pandora’s bggl(.MethodoIogically
speaking, however, the theory is primarily anabjt@end intuitive, seeking inspiration and suggestiv
support rather than falsifying or verifying evideritcom neuroscience.

NTL — CMT’s offspring, developed in the 1990s amdvards (see e.g. Lakoff & Johnson 1999,
especially chapters 3-6) — is a neural theory isgjivo develop a computational model of metaphor:
more specifically, of primary metaphors. These aoé interpretational but a matter of immediate
conceptual mapping via neural connections (Lakoffléhnson 1999: 57). Primary metaphors are
building blocksof other kinds of metaphors; and thus, ultimatehetaphoricity is part of the

‘cognitive unconscious’: an unconscious that, ie tpirit of Locke, originates in sensorimotor

53
The same can be said of other cognitive linguists mentioned in this paper: e.g., Talmy, Langacker, and

Sweetser.

54
CIT’s failure to state its position clearly is a likely contributing factor motivating Lakoff's criticism of it for not
taking sufficient interest in modeling neural correlates.
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experience from which all subjective experiencawesr Cf. the empiricist dictum that nothing is in
the intellect that was not first in the senses).

A shift seems to have occurred, placing principadl@&atory power in computational modeling
of hypothesized neural activity — in consequencgting aside, or even negating, the experiential

dimension of conceptualization. ‘Good blends’ -eaplained in Lakoff's comparison of theories in a

discussion on the cogling mailing list (August 2)5’65— arise from neural optimization. Lakoff
explains that blending is just neural binding: @rol based on experimental evidence from the stfidy o
primary metaphor (e.g., the conceptualization argity in terms of verticality: MORE IS UP). Co-
occurrence in experience is simultaneous activatiohrain regions. Experiential conflation has no
semantic motivation and is solely identified asdtaneous activation of distinct parts of the brain
Frames or domains experienced together are tenhparairally bound: they fire in synch. Neural co-
activation is activation flowing along neural contiens between distinct brain regions, stimulating
synapses to change chemically and grow strongeg. ‘apping’ in metaphor is neural circuitry
strengthened and made permanent. Multiple mappgiagsss roles in different frames are identified as
neural circuits connecting distinct brain regioDgferent framesqualdifferent parts

| am not sure how the step from the schematic nmgspof so-called primary metaphor to the
more complex material analyzed in CIT is supposeoktaccounted for so as to lead to the conclusion
that all blends — including expressive ones — argly neural bindings. It is not obvious how one
would proceed, for instance, in investigatiwgy a representation of a surgeon and the concept of
butcher would fire in synch. Nor is it obvious hdlae predicative directionality comes about. The
equating of conceptual integration with neural gdseems highly dubious as a proposition about
semantic structure. If accepted though, it is ustd@dable why designing integration diagrams
appears curiously far removed for Lakoff from wheeds to be done.

To address the issue of methodology, one showdtldonsider what can conceivably be gained:
what kind of insight is one after? What does onaxtwa know? One must also look at what is
technically possible, given the developmental stdteontemporary neuroscience. While it seems
clear that some categories — e.g., human faces leealized, it is questionable whether in fact¢he
are ‘parts’ corresponding to every semantic frameaiegory. It is not even clear whether every
concept activated is necessaltibgalized nor how mental enactments of meaning play outaigu

Are all semantic frames and categories to be cuadeif as localizable circuits? If so, do thesensho

up for observation simply ae:;r:tivit;ﬂ)56 Perhaps the notions of ‘domain’ and ‘frana&& becoming
synonymous with ‘parts of the brain’. This woulgsea rather nebulous substitution though, reducing

consciously discernible semantic entities to thaéntification as activity in general regions otth

55
http://listserv.linguistlist.org/cgi-bin/wa?A2=indo508&L=cogling&D=1& T=0&P=11634 (accessed 22 August
2013).

56

This would appear particularly problematic as a motivating assumption for investigative methods if more
entrenchment actually reflects less activity, due to less cognitive effort — meaning that less neural processing is
required.
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brain. Whatever the case may be, the observatantwo general parts of the brain are active at the
same time hardly constitutes a semantic analysisneéning construction. What is missing is
recognition of the expressive function of metaptariconcepts and languagecommunicationfor
whom do these concepts and expressions exist theotommunicative minds that put them on stage
in real-life situations?

If mappings equate to neural circuitry and permamesppings to strengthened neural circuitry,
the question remains: what is it about those mayspithat makes them durable? What, besides
recurrence — durability, entrenchment — might gtihke them successful? These are semantic-
pragmatic questions.

Obviously, people do not exchange bits of brainter to communicate. There is another, less
tangible dimension to meaning not captured by oladiems of how the brain works — or by
computational models of how the brain might workork a practical point of view, experientially
informed descriptions of representations are a gssrg component in any theory of semantic
meaning: valuable in and of themselves andmsndispensible prerequisite for investigatingirth

neural realizationln the most basic sense, one needs to know whadkdor.
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This paper addresses the status and significance of conceptual metaphor as an explanatory theoretical
construct giving rise to figurative language. While conceptual metaphor has sometimes been presented as
the most important element in this process (e.g., Lakoff 2008; Lakoff & Johnson 1999), I argue that
conceptual metaphor is but one component — albeit a significant one — in figurative meaning construction.
I contend that, while conceptual metaphors inhere in the conceptual system, there is a class of metaphor —
discourse metaphor — that emerges and evolves in and through language use and inheres in the linguistic
system. Indeed, the cognitive units associated with discourse metaphors and other linguistic expressions 1
refer to as lexical concepts. 1 introduce LCCM theory (Evans 2009b, 2010b, 2013) and suggest that lexical
concepts provide access to non-linguistic knowledge representations — cognitive models — which can be
structured in terms of conceptual metaphors. One aim of LCCM theory is to provide an account of the
role of conceptual metaphors and the way they interact with other types of linguistic and conceptual
knowledge structures in figurative meaning construction. The paper illustrates how lexical concepts in
figurative meaning construction facilitate access both to conceptual metaphors and a specific type of
inference — semantic affordances (Evans 2010b) — which arise from cognitive models. It is the combination
of these types of knowledge representation that give rise to figurative meaning construction in the
examples considered here, rather than conceptual metaphors alone. This perspective provides, I suggest,
the promise of building towards a joined-up account of figurative meaning construction.

Keywords: Conceptual metaphor, Conceptual Metaphor Theory, lexical concept, discourse metaphor,
LCCM theory, figurative language construction, semantic affordance.

1. INTRODUCTION

Since the 1980 publication dfetaphors We Live By onceptual Metaphor Theory (CMT) has proved
to be extremely influential. However, over thigtgars on, it is also clear that, while importahg t
significance ofconceptual metaphoas an explanatory theoretical construct has samestibeen
overstated by Lakoff and his closest collaboratdfer one thing, early works in the CMT tradition
sought — or at least were perceived as seekingsdgplant significant intellectual traditions degli
with metaphor and, in particular, their explanasidar metaphor as a phenomenon. It has become
clear that CMT in fact addresses a type of phenomémat, in large measure, had not been studied or
even recognized previously. In contrast, a largfeo$ figurative-language data dealt with in other

traditions including philosophy of language andgbsytinguistics are barely addressed by conceptual
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metaphor researchers. One of my aims in the prgsger, addressed in detail in Section Two, is to
tease out what is special about conceptual metagttbwhat it cannot account for.

A second tendency in the CMT tradition has beesuggest that conceptual metaphors might be
central to core issues relating to languggeasystem. These have included language change and th
issue of polysemy. However, a close examinatiotheflinguistic evidence suggests that conceptual
metaphor may not be the root cause of either cfetllnenomena. In Section 3, | examine the claim
that conceptual metaphor drives these processesirgné, on the contrary, that usage-based issues
play a more central role. | argue that conceptoeiaphors do not directly motivate language use.
That said, conceptual metaphors remain importariafiguage understanding. Specifically, they may
serve as top-down constraiht; aspects of language change and the emergepotysémy.

Finally, one of the issues that has received irsg@aattention in recent years in (cognitive)
linguistics relates to meaning construction. It HBecome clear that well-articulated accounts of
figurative language understanding, while involvicwnceptual metaphors, also require an account of
how conceptual metaphors interface with meaningiroation mechanisms: for instance, as identified
under the aegis of Conceptual Blending Theory @&4:, Coulson 2000; Fauconnier & Turner 2002).
Another key issue relates to the role that langydggs in (figurative) meaning construction. Tlis
an issue | address in Section 4. In particuldist¢uss the role that a recent theoretical modeCN
theory (Evans 2006, 2009b, 20108013, plays in modelling the contribution of conceptua
metaphors, other conceptual representations, amgudge in metaphor interpretations. | have
suggested elsewhere (Evans 201213 that LCCM theory is continuous with BT, providinige
first detailed means of modelling composition: afi¢he key mechanisms associated with conceptual
integration.

By way of overview, the three main sections of paper — detailed below — make three specific

claims:

. CMT provides an account of just one type of thenitbge representations that must be in
play in figurative language understanding. Whilsaaptual metaphors may underpin
certain types of figurative language, there aresda of linguistic metaphors that appear

to be motivated in ways that are, at least in padiependent of conceptual metaphors.

. Those conceptual metaphors that motivate languageda not do so in an isomorphic
way. That is, while conceptual metaphors are iabdy activated by instances of
language use that draw on them, language is ancligemiotic system with a level of

semantic representation independent of conceptesgphors and other representations

! Zlatev (2011) makes a similar point.
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which inhere in the conceptual system. These érréd aslexical concepfs (2006,
2009b, 2010b2013. The deployment and development of lexical cpteés central to
issues such as semantic change in language ardng gse to the proliferation of new

word meanings: the issue of polysemy.

. An account of figurative meaning construction regsi a generalized theory of
conceptual integration. Recognizing the psychalalgieality of conceptual metaphors
does not, in and of itself, provide an account ofvhfigurative meaning arises, as
mediated by language use. In addition, the anadpiires an understanding of various
knowledge types that are implicated in figuratisaguage understanding and use. This
includes the language-specific level of semantrasentations — lexical concepts — and
how they are combined. Also required is an undedstey of the range of conceptual
metaphors that inhere in the conceptual system leowl these are combined, via
(something akin to) conceptual blending, as stutig@oulson (2000), Fauconnier and
Turner (2002), Grady (2005) and others. Finallgpaequired is an account of how
lexical concepts facilitate activation of conceptuaetaphors and other types of
conceptual knowledge structures — what | refer 4os@mantic affordances in the
construction of linguistically mediated figuratimeeaning. All of this involves a joined-
up account of linguistic and conceptual integratiechanisms: a generalized theory of

conceptual integration.

2. CONCEPTUAL METAPHORS VERSUS DISCOURSE METAPHORS

In this section | argue that the theoretical carddtiof the conceptual metaphor accounts for just a
subset of linguistic metaphors, as manifested gurfitive language. In particular, | argue for a
disjunction between figurative language that int paperhaps large part — is motivated by conceptual
metaphors and figurative language that is motivégavhat | shall refer to as discourse metaphors.
The term ‘discourse metaphor’ is a theoretical toies introduced into the literature by Jorg Zinken
(e.g., 2007). | shall adopt and nuance this caosas | proceed.

The essential distinction between conceptual metapdind discourse metaphors is the following.
Conceptual metaphors are independent of languagetuence certain types of language use. In
contrast, discourse metaphors are linguisticallgiated instances of figurative language use. While
they presumably have a conceptual basigy arise in language use to address particuldroten
specific communicative needs and functions. Moreaveir status evolves as a function of language

use such that they can become entrenched linguistis independent of the conceptual mechanisms

2 The lexical concept — as a theoretical construct — relates in LCCM theory to a level of cognitive representation
that inheres in the linguistic system rather than the conceptual system. See Evans (2009b, in press) for further
details on the distinction between the linguistic and conceptual systems.

3 Gentner et al.’s (2001) proposals relating to analogical structure mapping can be interpreted as providing a
set of suggestions for the conceptual basis of discourse metaphors.
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that may have given rise to them in the first platais stands in contrast to instances of langusge
motivated by conceptual metaphor: language usehwf type always activates the underlying
conceptual metaphor which, crucially, remains @giygunaffected by language use.

| begin by charting some key developments in tlielysof conceptual metaphor. | then argue
that CMT initially attempted to provide an all-emgoassing account of linguistic metaphor.
However, due to a large body of linguistic datat teamply could not be accounted for in a
straightforward way under the aegis of CMT, moreergly one prominent conceptual metaphor
scholar (Grady 1999) has acknowledged that conabptetaphor may be a knowledge type that is
distinct from a range of other types responsibleliftguistic metaphor. Following on from this, |
adduce in detail the notion of the discourse maiapind contrast it with the theoretical construct o

the conceptual metaphor.

2.1 An overview of conceptual metaphor theory

In the earliest work in the CMT tradition — espdlgi@_akoff & Johnson 1980, Lakoff & Turner 1989,
Lakoff 1993) — there was a tendency to claim, oleast to suggest, that linguistic metaphor was a
consequence of conceptual metaphor. A conceptatdphor was conceived in this early work as a
series of asymmetric mappings stored in long-teremory uniting structure from a more concrete
source domain to a more abstract target domaim, a®VE IS A JOURNEY. Until relatively recently,
evidence for the existence of conceptual metapharecprimarily from language. The following
examples, which derive from (Lakoff & Johnson 198fovide — it is claimed — evidence for the

existence of such a conceptual metaphor:

(1) Look how far we've come. We're ata crossroads.We'll just have togo our separate
ways. We can’tturn backnow. | don't think this relationship going anywhere. Where
are we? We'restuck. It's beena long, bumpy road This relationship i® dead-end
street. We're justspinning our wheelsOur marriage i®n the rocks.This relationships
foundering.

According to Lakoff and Johnson, the expressiond)rare all motivated by an entrenched pattern in

the mind: a conceptual metaphor. The conceptutdpherLOVE IS A JOURNEYis made up of a fixed

set of well-established mappings (see Table 1)e Mhappings are fixed in the sense that there a set

number of them. They are well-established in #1ess that they are stored in long-term memory.
What these mappings do is structure ideas belongirntge more abstract domain GHVE in

terms of concepts belonging to the more concreteailo of JOURNEY. In the domain of.OVE, one

has a number of different concepts. These inctaieepts for lovers, the love relationship, events

that take place in the love relationship, diffieestthat take place in the relationship, and prgone

makes in resolving these difficulties and develgpine relationship. One also has concepts for the

choices about what to do in the relationship sichnaving in together, whether to split up, and8p o

and the shared and separate goals one might hatheefcelationship.
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Similarly, Lakoff and Johnson contend that peopleresent a range of concepts relating to the
domain of JOURNEY. These include concepts for the travellers, thlicle used for the journey —
plane, train, or automobile — the distance coveoedtacles encountered such as traffic jams thdt le
to delays and hence impediments to the progretfsegburney, decisions about the direction and the
route to be taken, and knowledge about destinatiorishe conceptual metaphadVE IS A JOURNEY
provides a means of systematically mapping notimra the domain 0§OURNEY onto corresponding
ideas in the domain afove. This means that ideas in theve domain are structured in terms of
knowledge from the domain QfoURNEY. For instance, the lovers in the domainLoivE are
structured in terms of travellers such that oneewstdnds lovers in terms of travellers. Similathg
love relationship itself is structured in termstloé vehicle used on the journey. For this reasaos,
can talk about marriageundering being on the rocksor stuck in a rutand understand expressions
such as these as relating not literally to a jowrbat rather to two people in a long-term love
relationship that is troubled in some way.

Moreover, it must be the case — so Lakoff and Jom@asgue — that one has knowledge of the sort
specified by the conceptual metaphor stored insohead. If this were not so, one would not be able
to understand these English expressions: to umshetstovers in terms of travellers and the
relationship in terms of the vehicles, and so @he linguistic expressions provide an importang lin
of evidence for the existence of the conceptuahpiair.

Table 1 summarizes the mappings that make up theeptual metaphor. In Table 1, the arrow
signals what is claimed to map onto what. Forainsg, the concept for travellers from the domain of
JOURNEY maps onto the concept for lovers in the domainosfe. These corresponding concepts are
thus established as paired concepts within theegnal metaphor. It is because of this one caakspe

(and think) of lovers in terms of travellers.

Source domain:JOURNEY Mappings Target domain: LOVE
TRAVELLERS - LOVERS
VEHICLE - LOVE RELATIONSHIP
JOURNEY - EVENTS IN THE RELATIONSHIP
DISTANCE COVERED - PROGRESS MADE
OBSTACLES ENCOUNTERED - DIFFICULTIES EXPERIENCED
DECISIONS ABOUT DIRECTION - CHOICES ABOUT WHAT TO DO
DESTINATION OF THE JOURNEY - GOALS OF THE RELATIONSHIP

Table 1: Mappings for LOVE IS A JOURNEY.
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Since its advent, CMT has often been presentedpgsspective that supplants what | will refer to as
the received view of metaphor. The received vie¥ats metaphor as primarily a literary/linguistic
device in which comparisons highlight pre-existinglbeit potentially obscure — similarities between
a target or tenor and a vehicle or base. Thigtipasiin which metaphor is conceived as a lingaisti

means for capturing perceived similarities, haorgland venerable tradition going back in the
Western scholarly tradition to AristotlePoetics The received view often associates metaphor avith

specific form: the ‘X is a Y’ or predicate nhominaticonstruction, as in (2):
(2) Dewis a veil.

In an example such as this, the received view hiblas properties and relations associated with dew
covering grass and a veil covering a woman’s faeecampared. In early work on linguistic metaphor
in the psycholinguistic tradition, the conceptuebgess assumed to underlie metaphors such as this
was that of feature mapping. In this process, gutigs belonging to different entities were comgare
and judged to be overlapping (Miller 1979, Ortor879, Tversky 1977). There is some empirical
support for this view. For instance, the degresiafilarity between tenor and vehicle concepts has
been demonstrated as correlating with aptnessrderpretability of linguistic metaphors (Johnson &
Malgady 1979; Malgady & Johnson 1976; Marscharkzk&aPaivio, 1983) as well as the processing
time required to understand a linguistic metapk&®rtner & Wolff 1997).

However, Lakoff (1993) and his various collaborafoincluding Mark Johnson (Lakoff &
Johnson 1980) and Mark Turner (Lakoff & Turner, @98rgued vociferously against explanations
for linguistic metaphor based on similarity. Aftall, when one conceptualizes love in terms of
journeys, there is nothing objectively similar abdbe two. If two things are similar then, in
principle, the tenor and vehicle should be equatlgpt at being deployed to understand the other.
One would expect to find a symmetric or bi-direntib process, along the lines advocated by e.g.
Black (1979) in his interactional theory of metaphblowever, as Lakoff and Johnson and Lakoff and
Turner showed, expressions relating to love andhgygs are not symmetric in this sense. After all,
while one can describe two newlyweds as havingtestaon their journey and be understood as
referring to the commencement of their marriedtiifgether, one cannot refer to people startingpaut
a car journey as having just got married and bexgtdod as referring to the car journey itself.

Central to the CMT account is the claim that cotgalpmetaphors are asymmetric, as reflected
by the directionality of the arrows in Table 1:rfrathe source to the target domain. Crucially,
according to Lakoff, Johnson and Turner, what natég the emergence of a conceptual metaphor,
rather than similarity, is the nature of embodiggezience. Conceptual metaphors are held to arise
from tight and recurring correlations in experienda the case ofOVE IS A JOURNEY, love is an
instance of a purposeful activity. As journeysretate with — indeed are instances of — purposeful
activities, theLOVE IS A JOURNEY metaphor can be viewed as an instance of the meneral

conceptual metaphosPURPOSEFUL ACTIVITY IS A JOURNEY
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In a more recent version of CMT, the experientiabugpding of conceptual metaphor is
formalized in terms of the theoretical construcbwn as gprimary conceptual metaphoor primary
metaphor for short (Lakoff & Johnson 1999; Grady 1997a, 499 Primary metaphors are
hypothesized to be directly grounded in experieacsing from experiential correlations. They can
be unified via the process of conceptual blenddady 1997b, 2005), giving rise to compound — or
complex — conceptual metaphors, of whichveE IS A JOURNEYis claimed as an instance. That is,
LOVE IS A JOURNEY might arise via fusion of more fundamental — ia #ense of directly grounded —
primary metaphors such asPURPOSEFUL ACTIVITY IS A JOURNEY STATES ARE LOCATIONS and so
on. LOVE IS A JOURNEYis vicariously grounded in experience, but theugaing is not direct as with
primary metaphors.

In the most recent version of CMT, Lakoff (e.g.,08D argues for a neural perspective on
conceptual metaphor. He proposes that primarypheta arise via mechanisms of Hebbian learning:
correlations in experience give rise to correldtedg of neurons; what fires together wires togath
It is for this reason that primary metaphors SuslTBANGE IS MOTION (e.g.,that species is going
extinc), KNOWING IS SEEING(e.g.,| see what you megrandINTIMACY IS PROXIMITY (e.g.,those two
are still close, even after all these ye@ansiturally arise cross-linguistically. They dolsscause they
form fundamental recurring unitprimary scenesin the parlance of Grady 1997a) of human

experience.

2.2 Correlation versus resemblance

While many linguistic metaphors do indeed appedetthe result of conceptual metaphor in the sense
provided in the previous subsection, a large sdigofative language expressions do not appear to
relate to a system of mappings, in contrast to @amg metaphors such BSVE IS A JOURNEY (see
Table 1). Such linguistic metaphors appear naxtabit a direct grounding in experience either, in
contrast to primary metaphors. A case in pointceoms poetic metaphor. To make this clear,

consider the following translation of the po&nee Unionby the French surrealist poet André Breton:

My wife whose hair is brush fire

Whose thoughts are summer lightning

Whose waist is an hourglass

Whose waist is the waist of an otter caught inté®th of a tiger

Whose mouth is a bright cockade with the fragrasfae star of the first magnitude
Whose teeth leave prints like the tracks of micer@now

Whose tongue is made out of amber and polished glas

Whose tongue is like a stabbed wafer

A range of linguistic metaphors are evident in fpiem, in which one entity — the poet’'s wife — is
being understood in terms of an attribute or fa¢etnother. For example, the poet asks one tdx thin

of his wife’s waist in terms of an hourgldss.

4 See the discussion of this in (Lakoff & Turner 1989).
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In their 1989 boolMore Than Cool Reaspieorge Lakoff and Mark Turner attempt to apply th
core insights of CMT to poetic metaphor. Yet Ldlarid Turner are, in effect, forced to concede that
a significant proportion of poetic metaphor — asreglified by the poem above — cannot be
accommodated in a straightforward way by CMT. Byying a role for comparison or similarity and
claiming that linguistic metaphors are motivatedasymmetric conceptual mappings deriving from
embodied experience, how are metaphors of theegbibited in the poem to be accounted for?

The solution is something of a fudge. Lakoff andrier concede that linguistic metaphors of the
sort apparent ifrree Unionare not grounded in experiential correlation. yrbelled metaphors of
this sortimage metaphorsAn image metaphor involves understanding ondyeimtiterms of aspects
of the perceptual experience associated with anotifet, they attempt to retain parts of the CMT
account by claiming that image metaphors still lmeaonceptual metaphor. However, the nature of
the conceptual metaphor process is a ‘one shet;:a.single mapping involving structuring the &rg
concept asymmetrically in terms of the source. @iffeculty for such an account is that it cannot
exclude a bi-directional relationship between targed source. After all, in CMT as classically
formulated, the asymmetry that holds between taaget source is a consequence of an apparent
distinction between abstractness as@ve and concreteness as JOURNEY. In what sense is a
female waist any more or less abstract or cont¢hate an hour glass? The poet might as well have
described the splendour of an hourglass and bod@attebutes of his wife to describe the hourglass.

A further problem is that, in later versions of CMith the advent of the construct of primary
metaphor — which also involves a single mappingvbeh source and target — there is a clear
experiential basis: a correlation that motivates ¢bnceptual metaphor. Yet poetic metaphor of the
type apparent ifrree Union,while in some ways akin to primary metaphor (emuplving a single
mapping between two concepts), is not plausiblyivatd by recurring and ubiquitous correlations in
experience. This begs the question how to accauat,principled way, for the apparent disjunction
between image metaphors on one hand and primaapiats on the other, while attempting to retain
CMT - which is to say, a one-size-fits-all perspext— for the entire gamut of metaphoric
phenomena.

In addition to so-called image metaphors, an autufii class of linguistic metaphors pose
difficulties for the CMT account. These includeogle linguistic metaphors associated with the
predicate nominative form that have traditionallgeb studied in the literary and philosophy-of-

language traditions. Examples include:

3) . Juliet is the sun.
Achilles is a lion.
Sam is a wolf.

My lawyer is a shark.

My job is a jail.

N L

My boss is a pussycat.
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One of the clear difficulties for CMT with examples$ this type — as well as the image metaphors
discussed above — is maintaining that they havexaeriential basis. Sometimes they may plausibly

have, as In:
(4) Sallyis a block of ice.

Grady (1999) suggests that an example such agsrilysbe motivated — at least in part — by the
conceptual metaphanTIMACY IS PROXIMITY. This primary conceptual metaphor is presumably
grounded in the experiential correlation that holdshuman experience between intimacy and
proximity.

What is less clear is how other examples that stége€form might be motivated by experiential
correlation. To make this clear, consider thengpla in (3f). A linguistic example such as tlgs i
normally interpreted to mean that the boss in goess friendly, docile — perhaps easily maniputate
For this example to have an experiential basi®iénsense of CMT, the boss would need to be seen
consistently with a cat. It is recurring and inakie co-occurrence — correlation — which, one khou
recall, provides conceptual metaphor — held to vati linguistic metaphor — with its experiential
basis. However, one can deploy the expressior3fint¢ refer to ‘my boss’ without having ever
experienced a correlation between ‘my boss’ andspcat’.

With characteristic insight, Joseph Grady, a forstadent of George Lakoff and the pioneering
force behind the notion of primary metaphor, ha®gaized (1999) that conceptual metaphor cannot
be maintained as providing an account for all typienguistic metaphor. He observes that lingaist
metaphors of the sort captured in (3) appear ndiaiee the same basis as primary metaphors or
conceptual metaphors that seem to invoke primangphers: namely, compound metaphors such as
LOVE IS A JOURNEY. To account for this, he invokes a distinctioriwe®en what he refers to as
metaphors based on correlation and those basedhanhe terms resemblance. In so doing, Grady is
saying something more in keeping with the receiviesv so roundly criticized by Lakoff, Johnson,
and Turner.

For Grady, linguistic metaphors such as those ek#etpin (3) are resemblance based. That is,
they invoke a level of functional resemblance. katance, with respect to the example in (3f), a
property associated with pussycats — their docHity attributed to a particular individual labelleny
boss’. Image metaphors might then be seen asim®sdving resemblance — the resemblance in
question being perceptual rather than functional.

Grady effectively concedes that a — presumablyelargsubset of linguistic metaphors are not
motivated by conceptual metaphor: those that avengted in experience and hence correlational in
nature. This conclusion is important in at least vays. First, it asserts that the claim for aptoal
metaphor as the underlying motivation for all liggic metaphors may not, in fact, hold. There may
well be a class of linguistic metaphors that ard¢ivated — in some sense — by comparison. Second,

far from undermining CMT, it demonstrates how Cidiiccessfully identifies a type of linguistic
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metaphor that had not previously been studied sysiematic way. Metaphors of this kind — as

evident, for example, in (1) — plausibly have apexiential basis.

2.3 The distinction between conceptual and discourse metaphors

In this section | outline some of the key differeabetween conceptual metaphor and resemblance —
or, as | prefer, discourse metaphor. | argue thaémblance metaphors are a subset of discourse
metaphors.

It is often suggested in the literature that cotugpmetaphors are activated automatically during
language use. Lakoff and Turner (1989) claim thditen linguistic metaphors appear so hackneyed
and conventional they no longer pass for metapaioadl — as in everyday expressions sucloagin
a long time— this demonstrates that the conceptual metaphdhié caseDURATION IS LENGTH) is
alive and well. In the last decade, psycholinguisind psychophysical behavioural evidence has
begun to provide highly suggestive empirical supfmrthis view.

The paradigm case study in the experimental psggholliterature for investigating the
psychological reality of conceptual metaphor iscgpm-time mappings. Recent evidence has begun
to suggest that aspects of time are, indeed, gtecttin terms of space. Important experimental
support is reported in (McGlone & Harding 1998, r@titsky 2000, Nifieet al. 2006)° Perhaps the
most telling study to date in this area is repoiteCasasanto & Boroditsky 2008). In their study,
Casasanto and Boroditsky employed a ‘growing limegierimental paradigm in which lines ‘grow’
across a computer screen for different lengths fandifferent time periods before disappearing.
Subjects were then asked to evaluate either th@abpatent or the duration of the lines. Casasant
and Boroditsky found that the subjects’ evaluatiohspatial extent were not influenced by duration,
while evaluations of duration were influenced bwtsgd extent. In other words, the space-to-time
mapping is asymmetric in the way predicted by CMPerhaps more importantly for present purposes,
the conceptual metaphor is activated automaticafigy — in this experiment — in the absence of
language. Put another way, subjects cannot heiyating spatial representations when performing
temporal processing. This finding appears to stppoe view that conceptual metaphors are
automatically activated and highly entrenched ia tionceptual system, as claimed by Lakoff and
Johnson.

Now consider discourse metaphors. As | have ajredtbwn, a varied class of linguistic
metaphors — including so-called ‘image’ metaphtirgse associated with the predicate nominative ‘X
is a Y’ form, and lexical blends (e.grankenfood Zinken 2007) — appear not to be grounded in
experience, in the sense claimed by CMT. Thesemblance’ metaphors | dub discourse metaphors

(see e.g. Zinken 2007)because the key property associated with metapsfathis kind is that they

® For a wide-ranging literature review, see (Evans 2013).
® While Zinken introduced the term “discourse metaphor’ into the literature, my use departs from Zinken’s
somewhat narrower definition.
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appear contingent on language use. They ariseatditdte communicative intentions and
consequently can evolve over time, either becorhiggly entrenched lexical metaphors or dropping
out of use altogether. Unlike conceptual metaptaisgourse metaphors appear not to be independent
of language: they arise in the context of langusseg  Also unlike conceptual metaphors, they are not
stable but rather evolve, mediated by the wayscantexts in which they are deployed.

To take one example, consider the lexical metafiankenfood The term was first used in the
mid 1990s, particularly in Europe, propagated by®¢Guch as Friends of the Earth in response to the
perceived dangers of foodstuffs making use of gealgt modified (GM) crops. As the perceived
threat of GM foods diminished, the term became fesguent in public discourse (Zinken 2007).
Zinken argues that discourse metaphors arise fib duspecific communicative function. When that
function is no longer required, the discourse ntedapnay disappear.

Another example of how discourse metaphors areiénfted by use relates to the following.
Discourse metaphors can become lexicalized andesanalyzed as having a different semantic
function from the one they originally arose to signA clear example of this is the metaphoric ofse
the wordtart. It was originally applied in the Nineteenth Qemtto describe a well-dressed or
attractive girl or woman and took the form of aipwe evaluation. However, its narrowed applicatio
to a subset of attractive and even gaudily dresseden — namely, prostitutes — led to its developing
a negative evaluative function. This semantic @sschas continued, such that the téarhis now
applied widely to express a negative assessmeftlgity across a range of semantic fields. An
attested recent example in the British nationadpre the expressiamedit card tart a consumer who
serially switches credit-card companies to gainliést interest rate or introductory interest-fréfero
This example demonstrates one consequence of ¢hef usscourse metaphors: they can take on more
abstract semantic functions than those they wagenatly employed to express. That is, discourse
metaphors, when first deployed, are somewhat no&slthey become better established, they appear
to take on a more generic meaning, which correspémthem becoming more entrenched. Based on
this observation, Glucksberg has argued (2001, kKsherg & Keysar 1990) that what | refer to as
discourse metaphors behave like lexicalized categor A tart is a paradigm example of such a
category: a person whose fidelity is unreliablarmy sphere.

Bowdle and Gentner (2005) have put forward a hygsith— the Career of Metaphor Hypothesis
— that captures the observed trajectory for whrafdr to as discourse metaphors. They propose that
discourse metaphors exhibit a cline in terms ofveotionality, following an evolutionary career that
reflects their usage. When a new discourse metdfitsd emerges, it is highly novel. Following
Gentner’'s Structure Mapping hypothesis (Gentner31@entneret al. 2001), Bowdle and Gentner
propose that discourse metaphors are motivatedtapleshing an analogical relationship between one

idea and another. In other words, discourse metaplacilitate projection of a system of relations

1 am not claiming that discourse metaphors do not rely on conceptual processes for their formation. | am
simply claiming that language appears essential to their formation and propagation: a situation that is not the
case with conceptual metaphors.
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from one domain onto another, regardless of whetmeisource and target domains are intrinsically
similar. The Career of Metaphor Hypothesis congetint, over time, the inferences associated with
analogical mapping becomes entrenched such thatisheurse metaphor becomes lexicalized. One
consequence is that, at the conceptual level.tthetsre-mapping operation closes down — in cohtras
to conceptual metaphor, where it remains activeahim conceptual system. Another is that the
lexicalized discourse metaphor takes on more alisgtr@perties, serving as a reference point for a
particular category of things.

To illustrate, take the wortbadblockconsidered by Bowdle and Gentner (2005: 198).ef€h
was presumably a time when this word referred ¢mlg barricade set up in the road. With repeated
use as the base term of metaphors sué¢teasis a roadblock to succesgwever roadblockhas also
come to refer to any obstacle to meeting a goal.’

The Career of Metaphor Hypothesis has empiricalpstdp A robust finding in metaphor
comprehension studies (e.g., Blank 1988, Couls@82Giora 2008) is that conventional metaphors
are understood more quickly than novel ones. Ehinly to be expected if the Career of Metaphor
Hypothesis is correct. After all, once discoursetaphors have become lexicalized, they are
entrenched as part of the linguistic system; ghisuldlead to faster retrieval.

In sum, | suggest that there are good reasonsigonguishing between two quite distinct types
of metaphor. Conceptual metaphors are mappingsith&re in the conceptual rather than the
linguistic system. They are relatively stableond-term memory and are invariably activated during
symbolic processing, whether due to linguistic on4inguistic processing. In contrast, discourse
metaphors arise in language use, to facilitatagulstically mediated communicative intention. ¥he
are made possible, initially, by generalized anaklgprocessing at the conceptual level. The
inferences that arise from this process becomedézed as part of the lexical concept associatéiu w
the discourse metaphor form and so become detdatradhe conceptual system. This process of re-
analysis results in a discourse metaphor that ileresohematic and abstract in nature: one that can
refer to abstract properties found in the origimaitivating communicative context but which applies
to a wider range of contexts. In other words, disse metaphors evolve from novel analogies to

lexicalized units that embody an abstract category.

3. DISSOCIATION BETWEEN LANGUAGE AND CONCEPTUAL METAPHORS

One of the assumptions that conceptual metaphearelsers often appear to make is that conceptual
metaphors directly motivate patterns in languageges In this section, | examine and nuance this
claim. While conceptual metaphors are clearly irtgoa in language processing — as empirically
verified by a range of behavioural studies (e.@rdgitsky 2000, McGlone & Harding 1998, Gentner
et al. 2002) — they are not the whole story. As | argel®w, it is difficult to maintain that conceptual
metaphors are solely responsible for figurativegleage. More specifically, | show that conceptual

metaphors do not motivate figurative language direct way. While conceptual metaphors do have a
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constraining influence on linguistic expressioramgduage represents a semiotic system that is, in
principle, distinct from the conceptual system: tlemue for conceptual metaphors. The linguistic

system is subject to language-internal pressunaaggrise to semantic units that are, in principle,

independent from conceptual metaphors (Evans 200Bhis level of cognitive representation is what

| refer to as the lexical concept (2006, 2009a,920@013). While conceptual metaphors may have a
constraining influence on the nature of lexical aapts, nevertheless, lexical concepts operate
independently of conceptual metaphors. Usagerpatte language are not predictable on the basis of
conceptual metaphors alone, but arise on the lsfdisxical concepts in the linguistic systeand

conceptual metaphors — and, indeed, other typespoésentation in the conceptual system.

3.1 Evidence for a dissociation between conceptual metaphors and lexical concepts

There are good grounds for thinking that conceptuataphors, while part of the story, under-
determine the linguistic metaphors that show upamguage use. Consider the conceptual metaphor
STATES ARE LOCATIONS It has been claimed in the CMT literature thas tmetaphor motivates

examples of the following kind:

(5) We are in love/shock/paicf( we are in a room).

(6) We are at war / variance / one / dagger’s drawagdérheads: ‘state’ sensd.(we are at
the bus stop: ‘spatial’ sense).

(7) We are on red alert / (our) best behaviour / tieidout / the run: ‘state’ sensef(we are

on the bus: ‘spatial’ sense).

While the English prepositiong, at, andon relate canonically to spatial relations of patacikinds,
it is due to conceptual metaphor — so Lakoff anaghdon (e.g., 1999) claim — that they can refer to
abstract states such as love, war, red alert, anfbrth. However, conceptual metaphor does not
predict why there are different patterns in thetsaf states that can be encoded by different
prepositions in English. After all, the semantiguanents that ordinarily co-occur with, at, andon
are constrained. While one can imelove, shock, pain, or trouble, the semantic arquméehat
collocate withat and on are unacceptable applied itm, as demonstrated below (signalled by an

asterisk):

(8) *We are in war / variance/ one / dagger’s drawogbkerheads: ‘state’ sense.
(9) *We are in red alert / (our) best behaviour / theklout / the run.

Similarly, the semantic arguments that collocatthwi andon do not collocate wittat, and so on.
Closer examination of the linguistic facts suggdsts the way in which semantic arguments collocate

is preposition-specific (= form-specific). Takeandon by way of illustration:
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(10) a. John is in trouble/danger.
b. Jane is in love/awe.
C. Fred is in shock.

d. Jake is in a critical condition.

(11) a. The guard is on duty.
b. The blouse is on sale.

C. The security forces are on red alert.

While bothin andon encode abstract states, the kinds of states theydenappear to be of quite
different kinds, as evidenced by the range of daljeguments they take. The semantic arguments that
on selects for relate to states that normally holdddimited period of time and that contrast with
salient states in which the reverse holds. Foaire, beingn dutycontrasts with beingff duty the
normal state of affairs. Likewise, being saleis temporally limited. Sales occur for limited jpels at
specific times during the year: e.g., a winter s@eingon red alertcontrasts with the normal state of
affairs, in which a lesser security status holds. &l of these, the states in question can betogets
as volitional: i.e., to ben duty / sale / redilert requires a volitional agent who decides that a
particular state will hold and takes the requisteps to bring such a state of affairs about.

In contrast, the semantic arguments selected fan bylate to states that dwt necessarily hold
for a limited period of time and do not contrastamy obvious way with a ‘normal’ state of affairs.
While states encoded lmn are — in some sense — volitional, states assocvetbdn are — again, in
some sense — non-volitional. One does not usu&lbose to ben love in shock,or in a critical
conditionn nor can one normally, by conscious act of wiling such states about. These states are
ones people are affected, constrained, and infeehy, rather than ones that are actively — in the
sense of consciously — chosen.

Detailed linguistic analysis reveals that the ranfiestates encoded kg andon exhibit even
more-fine-grained distinctions, which neverthelesdhere to the general preposition-specific

generalization | just outlined. Consideffirst:

(12) a. The cow is in milk.
b.  The girlisin love.
C. John is in trouble/debt.

d. He’s in banking [i.e., works in the banking indytr

While each of these examples relates to a ‘stdtebme kind, each relates to a slightly differemtt s

of state: that which has a physical cause (12dje-state of being ‘in milk’, a consequence of the
physical production of milk; that which has a psyldgical or emotional cause (12b) — the

consequence of a subjective state that may or mikave physical (i.e., observable) manifestations;

that which has a social/inter-personal cause (2t result of social/interpersonal interactiomast t
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result in an externally maintained state; and,lfinahat which results from a habitual professiona
activity (12d). Each of these states takes distsgrhantic arguments, relating a particular entty t
quite different sorts of statel1 appears to select for semantic arguments thaereaa delimited set

of state types that can be categorized as follows:

Physiological state, resulting in a ‘product’.
(13) a. The cow is in milk.
b. The cow is in calf.

C. The woman is in labour.

Psychosomatic state: i.e., subjective/internakstat
(14) a. John is in shock/pain (over the break{ugh® relationship).
b. John is in love (with himself/the girl).

Socio-interpersonal state: i.e., externally maigdistate.
(15) a. The girl is in trouble (with the authaeg).
b. John is in debt (to the tune of £1000/to thidarities).

Professional state: i.e., professional activityituaily engaged in.
(16) a. He is in banking.

b. She is in insurance.

Now considern. The semantic arguments selected foobyppear to relate to adjectives or nouns
of action involving a particular state that cando@strued as ‘active’ or ‘functional’, in contrdeta
(perhaps) normative scenario in which the states chm¢ hold. In other words, states describeaiy
are often temporally circumscribed: they endureafprescribed or limited period of time. In thisywa
the states referred to are quite distinct from ¢hbatin describes: the notion of being non-volitionally

affected — apparent wiih — is almost entirely absent. Consider some exanple

17) a on fire

b. on live (i.e., a sports game)

C. on tap (i.e., beer is available)

d. on sleep (as in an alarm clock on a particmade)
e. on pause (as in a DVD player)

f. on sale

g. on loan

h. on alert

on best behaviour

j- on look-out

k. on the move
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l. on the wane

m. on the run

What does this reveal about the existence of cdoaképnetaphors? The distinct collocational
patterning associated with the state meanings gliginprepositions likén andonis not predicted by
positing a generadTATES ARE LOCATIONSconceptual metaphor. This does not necessarinrteat
one does not exit.What it does reveal is that the kind of statesoeld by particular forms pattern
in ways not predicted by — and, in principle, inelegpent of — a more abstract level of conceptual
metaphor.

Empirical findings such as these have led me tdt padissociation between conceptual metaphor
and the level of cognitive representation | retefd.g., 2004, 2009b, 2010a, 2010b, 2013) as that o
lexical concepts. While a conceptual metaphoviges a level of non-linguistic — which is to say,
conceptual — organization instantiated in long-tenemory, which presumably constrains the nature
and range of lexical concepts, a lexical concept imit of purely linguistic semantic knowledde.
Lexical concepts are conventionally paired wittnier Among other things, they specify the range of
semantic arguments that a lexical form can paithwitin (2010a) | argue that, while has
conventionally paired with it the distinct lexicadnceptsfHYSIOLOGICAL STATH, [PSYCHG-SOMATIC
STATE], [SOCIOINTERPERSONAL STATE, and PROFESSIONAL STATE corresponding to the examples
in (13), (14), (15), and (16), the prepositmmhas paired with it the lexical concepCfTIVE STATE].

[ACTIVE STATE] versus PHYSIOLOGICAL STATH, [PSYCHGSOMATIC STATH, [SOCIC
INTERPERSONAL STATE, and PROFESSIONAL STATE reflect a distinction in the types of states
conventionally associated with each prepositionn sum, the way English language users
differentially deployin and on suggests that, in addition to a putatiSEATES ARE LOCATION

conceptual metaphor, they use more specific lexioatepts, which are specific to each form.

3.2 Language change

In the CMT literature, it has sometimes been cldirfeg., Heinest al 1991; Lakoff & Johnson 1999;
Sweetser 1988, 1990) that conceptual metaphorstigimaotivate language change. In this section, |
briefly address this issue. As in the previougisacl conclude that, while conceptual metaphoay m
have a role in constraining the directionality ahduage change, the linguistic facts are better

accounted for by assuming that language changieisted at the linguistic level — operating at, and

8 As lexical concepts are language specific, my claim is that cognate forms for in, on, and at may not provide the
same range of lexical concepts. Indeed, there are multiple languages where the ideas conveyed in (17), using
on, would have to be rendered in quite different ways.

° A lexical concept — a central idea in LCCM theory (Evans 2009b, 2013) — is a cognitive representation that
forms part of the linguistic rather than the conceptual system. While a lexical concept is a concept qua unit of
knowledge, it is relatively impoverished; it does not, of itself, facilitate rehearsals of non-linguistic information
such as perceptual knowledge: i.e., simulations. To claim that a lexical concept does not inhere in the
conceptual system does not entail that it is not a mental representation (for full details, see Evans 2009b).
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on, lexical concepts and driven by usage. Firsgrisider the type of grammatical change known as
grammaticalization. | then examine semantic chdegeging to the rise of polysemy.

Grammaticalization is the phenomenon whereby ailgtg expression undergoes form-function
re-analysis such that a lexical item shifts from tpen-class to the closed-class system (e.g.,eRtbe
al. 1994, Heineet al 1991, Heine & Kuteva 2007). It also appliesitguistic units that have already
undergone grammaticalization, resulting in morengraticalized units. To demonstrate that
grammaticalization is motivated by conceptual mietap evidence is required of a shift in an
expression’s function from a more concrete to aaraistract domain. An example would be a shift
from SPACEto TIME, motivated by one or more of the space-to-timeceptual metaphors that have
been posited in the literature (e.g., Lakoff & Jedim 1999, Moore 2006).

Because conceptual metaphors involve two domamseurce and a target — a CMT account of
grammaticalization predicts that form-function realysis holds at the level of domains. If concaptu
metaphor directly motivated language change, oneldvexpect to see grammaticalized linguistic
units that exhibit either a meaning relating tooaarete domain or one that corresponds to the more
abstract target domain. In other words, the ptixtids that conceptual metaphors motivate language
change such that there is a discrete shift fromdomain to another. Examples that fall somewhere
between source and target domains might be seeausms$erevidence for the metaphorical extension
account.

For example, it has been claimed that the conckphedaphorTIME IS OBJECTS IN MOTION
(ALONG A PATH) has led to the grammaticalization of the constamctbe) going ta At one point in
the history of the language, this constructionteglaonly to arALLATIVE (i.e., motion) meaning. The
conceptual metaphor extension account holds tleatdhcretaLLATIVE meaning has evolved a more
abstract — and hence more grammaticalizetFuRE meaning (Heineet al. 1991, Sweetser 1988).

These meanings are illustrated below:

(18) a. John is going to town. ALULATIVE ]
b. It is going to rain. HUTURE

However, thébe going taconstruction exhibits senses that are intermediete@een those exhibited in

(18). Consider the following:

(19) a. I’'m going to eat.
b. John is going to do his best to make Mary kapp

While be going tan (18a) has a purelyLATIVE meaning andbe going tdn (18b) a purelyFUTURE
meaning, (19a) has a meaningI@fENTION. It is possible to view this sense as havingranant of
the spatial ALLATIVE ) meaning: the speaker must move to an appropgdetdion to facilitate the act
of eating. This contrasts with (19b), which encooldENTION and PREDICTION, has but no spatial

(ALLATIVE ) sense. Examples like (19a) and (19b) are potbntmoblematic for a conceptual
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metaphor account, showing that grammaticalizatimolves a continuum of meanings, not a clear-cut
semantic shift from one domaiarACH to anothertIME).

If grammaticalization ishot directly motivated by conceptual metaphor, whaegirise to the
apparent semantic shifts? An increasing numbescbblars propose that language use provides the
motivating context for language change: e.g. (Ev&arnfield 2000, Traugott & Dasher 2004). The
nuances in meaning apparent in examples such asafé9better accounted for by assuming that
contextualized inferences — which Traugott and Bashllinvited inferences- emerging in specific
contexts of use where two or more meanings arerappa what Evans and Enfield refer to as
bridging contexts- give rise to form-function re-analysis: i.e.foam comes to be associated with a
new meaning. Through recurrence of invited infeeein similar bridging contexts, the situated
inference is re-analysed and, through a proceske-aontextualization, gives rise to an entrenched
semantic unit: a new lexical concept. This accouvtich views language-in-use rather than
conceptual metaphor as the engine of change, laetterds with the observable facts.

Now consider the issue of semantic change itsethastic change results in a new sense unit
coming to be associated with a lexical form. Tiasults in the phenomenon known as polysemy,
where a single form is conventionally associatetth\wwo or more related sense units. In his classic
work on the prepositionver, Lakoff (1987) reserves a central role for conaapietaphor in the rise
of polysemy. More recently, Tyler and | (Tyler &&ns 2001, 2003) have argued that the semantic
networks associated with word forms, of whmber is a paradigm example, are better accounted for
in terms of sense extension via the usage-baseldratipn described above — giving rise to new
lexical concepts. That is, semantic change andethergence of polysemy are consequences of
changes in the linguistic system rather than beingectly motivated in the top-down way offered by
CMT, according to which conceptual metaphors disechantic change.

Consider the following examples, which are repredere of what Tyler and | describe as an

[ABOVE] and a £OVERING lexical concept respectively:

(20) a. The lamp is over the table.

b. The clouds are over the sun.

In (20a), the natural reading involves a spatiorgetnic configuration such that the lamp is higher
than, and in a region that at least partially cyeslwith the vertical axis of, the table. In (20i)
such spatio-geometric relationship holds. At Ide@in an earth-bound perspective, the clouds are
lower than the sun. The reading conventionallyoeissed with (20b) concerns a covering
relationship: the sun is covered — occluded froewvi- by the clouds. The appropriate reading —
‘above’ versus ‘covering’ — appears to be, at léagtart, a function of the woraver, which in these
examples has two distinct meaning units convenliypaasociated with it.

Diachronically, the ABOVE] lexical concept precedes thedvERING one. Indeed, theaABOVE]

lexical concept appears to be among the earliésthet the earliest — lexical concept associated with
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overin the history of the language (Tyler & Evans 200&iven that semantic change is a motivated
process, it stands to reason tha\VERING] emerged fromABOVE] — or from a lexical concept itself
derived ultimately fromABOVE].

Tyler and | have argued that the most plausiblevaton for the emergence of theqVvERING]|
lexical concept derives from usage contexts in Wwhém RBBOVE] meaning implies a covering
interpretation. That is, we propose that sematitignge, resulting in the emergence of polysemy,

involves a bridging context. Consider the follogriexample:
(21) The tablecloth is over the table.

This sentence describes a spatial scene in whiehentity — the one above — is larger than the
landmark entity, located below. Because the tddlleds larger, and located higher, than the tathie,

tablecloth covers and so occludes the table froewyvi In other words, covering is a situated
inference: it emerges in this context as a functibthe spatio-geometric relation between the table
and the tablecloth. The use oYer, in contexts such as these, leads to this situateslidature

becoming detached from its context of use and edyaad as a lexical concept in its own right.
Following pioneering work on semantic change by&bieth Closs-Traugott (e.g., Traugott 1989),
Tyler and | refer to this process of detachment endnalysis agragmatic strengthening The

rampant polysemy exhibited by words is primarilfuaction of changes to the linguistic system,
resulting in the emergence of new lexical conceptdriven by usage rather than by conceptual

metaphor.

4. THE NATURE OF FIGURATIVE MEANING CONSTRUCTION

Of course, knowing that conceptual metaphors hayehwlogical reality does not, in and of itself,
facilitate an account of figurative meaning condfien. For one thing, conceptual metaphors are
relatively stable knowledge structures, while magris a flexible, open-ended, and dynamic process.
For another, as | have previously argued, concéptataphors cannot account for more than a subset
of the figurative language that arises in ordinanguage use.

Recently, Fauconnier and Turner have developeaaryhof Conceptual Blending (BT), which
provides a programmatic account of the sorts oteptual processes likely to be implicated in the
process of (figurative) meaning construction. Whihtegration — orblending — appears to be
fundamental to meaning construction, conceptu&gnation is likely to take many different forms
(Evans 2010b). Moreover, any account must grapte the role of language as it interfaces with
non-linguistic knowledge structures. Careful di$sm is required of the nature of linguistic arahn
linguistic representations and how they interfdeeafis 2009b, 2010b). This work has yet to be done
in any detail.

Nevertheless, it is becoming clear what the deatdesire for a generalized theory of conceptual

integration. First, one requires an account ofrtiles of linguistic and non-linguistic knowledge i
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meaning construction. This includes discourse nietegp and lexical concepts, which lie at the
linguistic end of the knowledge continuum, as vasdl conceptual metaphors and other conceptual
knowledge representation, which reside in the cpiue system. Second, one requires a means of
modelling the compositional and inferential proessthat facilitate integration.

Recently, | have begun to develop an account glistically mediated meaning construction:the
Theory of Lexical Concepts and Cognitive Models|.@CM theory for short. This accords with the
agenda developed by Fauconnier and Turner (2008 To One of the aims of LCCM theory is to
provide a detailed account of the principles thatlg composition: among the fundamental aspects of
conceptual integration. It attempts to provideregipled account of the integration of linguistic
content (semantic structure) and conceptual corftamtceptual structure): one of the key issues in
meaning construction. | briefly introduce the LCCapproach to figurative language before
discussing how it allows one to model the way laugu facilitates the activation of conceptual

metaphors and other non-linguistic knowledge stmest in the construction of figurative meaning.

4.1 LCCM theory: An overview
LCCM theory (Evans 2006, 2007, 2009a, 2009b, 201#10b, 2013) accounts for lexical
representation and semantic composition in languagerstanding. It models the nature of symbolic
units in language: in particular, semantic strugtuhe nature of conceptual representations; amd th
compositional mechanisms that give rise to theraat®on between these two sets of representations —
the semantic and the conceptual — in service gllstically mediated meaning construction. LCCM
theory derives its name from two theoretical cargtr that are central to the model developed: the
lexical conceptind cognitive model.

LCCM theory’'s overarching assumption is that thegliistic system emerged, in evolutionary
terms, much later than the conceptual system. @ratttount, the utility of a linguistic system gt
it provides an executive control mechanism to fiaat@ the deployment of conceptual representations
in service of linguistically mediated meaning constion. Hence, ‘semantic’ representations in the
two systems are qualitatively distinct. | modemantic structure- the primary semantic substrate of
the linguistic system — in terms of the theoretmmahstruct of théexical concep{see Evans 2009b for
details). A lexical concept is a component of liilstja knowledge — the semantic pole o$yanbolic
unit, in Langacker’s (e.g., 1987) terms — encoding aduof various types of highly schematic
linguistic conten{see Evans 2006, 2009a, 2009b, 2013).

While lexical concepts encode highly schematic distic content, a subset — associated with
open-class forms — are connected, and hence #&eildccess to the conceptual system. Lexical
concepts of this type a@pen-class lexical concepfsSuch lexical concepts are typically associated

with multiple association areas the conceptual system, collectively referredsatsaccess site

195ee Evans (2009b) for my rationale.
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The linguistic system evolved to harness the remtasional power of the conceptual system for
purposes of communication. The human conceptuésys at least in outline — is not far removed
from that of other primates (Barsalou 2005) andwsheimilarities with yet more species (Hurford
2007). In contrast to the linguistic system, thaaaptual system evolved to facilitate functionshsuc
as perception, categorization, inference, choiog, @ction, rather than communication. In LCCM
theory, conceptual structure- the semantic representational substrate of dheeptual system — is
modelled by the theoretical construct of tlognitive modelA cognitive model is a coherent body of
multimodal knowledge grounded in the brain’s modgstems. It derives from the full range of
experience types processed by the brain includemg@imotor experience, proprioception, and
subjective experience, including affect.

The conceptual content encoded as cognitive madelde re-activated during a process known
as simulation a general-purpose computation performed by tlgnitiwe system to implement the
range of activities subserving a fully functionabnceptual system. Such activities include
conceptualization, inferencing, choice, categoigzatand the formation afd hoccategories?

In line with recent evidence in the cognitive scierliterature, LCCM theory assumes that
language facilitates access to conceptual represaemd in order to prompt for simulations (Glenberg
& Kaschak 2002, Kaschak & Glenberg 2000, Pulvereni®003, Viglioccaet al 2009, Zwaan 2004;
for a review, see Taylor & Zwaan 2009, Shapiro 23&60 nuanced views on the role of simulations,
see Chatterjee 2010, Mandler 2010).

An important construct in LCCM theory — essential an account of figurative language
understanding, as | shall show below — is thathefcognitive model profileBecause an open-class
lexical concept facilitates access to numerous casson areas within the conceptual system, it
facilitates access to numerous cognitive mode&mn#elves connected to other cognitive models. The
range of cognitive models to which a lexical coridapilitates direct or indirect access isatgynitive
model profile

Consider the cognitive model profile for the lexicancept | gloss asRANCE|, associated with
the formFrance A partial cognitive model profile foFRANCH) is represented in Figure 1.

Figure 1 attempts to capture the sort of knowlddgguage users must have access to when speaking
and thinking about France. As it shows, the lexamicept fRANCE] provides access to a potentially
large number of cognitive models, each of whichstgis of a complex, structured body of knowledge
that provides access to other sorts of knowled@&M theory distinguishes cognitive models that are
directly accessed via the lexical conceptmary cognitive modejdrom those cognitive models that
form sub-structures of those directly accessedondary cognitive modelBhese secondary cognitive

models are indirectly accessed via the lexical ephc

1 Eor discussion and findings relating to the multimodal nature of conceptual representations and the role of
simulation in drawing on such representations in facilitating conceptual function see, for instance, Barsalou
(1999, 2008), Glenberg (1997), Gallese and Lakoff (2005), and references therein.



METAPHOR, LEXICAL CONCEPTS, AND FIGURATIVE MEANING | 94

CONSTITUTIONAL ELECTORATE HEADOF
SYSTEM STATE
NATIONAL POLITICAL CUISINE
SPORTS SYSTEM
GEOGRAPHICAL NATION HOLIDAY
LANDMASS STATE DESTINATION
[ERANCE]

Figure 1: Partial cognitive model profile for [FRANCE].

The lexical conceptFRANCEH affords access to a number of primary cognitivaeis, which make up
the primary cognitive model profiléor [FRANCE]. These are hypothesized to inclUBEOGRAPHICAL
LANDMASS, NATION STATE, andHOLIDAY DESTINATION. Each provides access to further cognitive
models. Figure 1 gives a flavour of this by meahshe secondary cognitive models accessed via
NATION STATE: the secondary cognitive model profil&hese includelJATIONAL SPORTS POLITICAL
SYSTEM, andCUISINE, which are hypothesized to be further removed camnedly from the lexical
concep{FRANCE]. For instance, one may know that, in France Riteich engage in national sports of
various types — football, rugby, athletics, andath — rather than others; the French do not lbic
engage in American football, ice hockey, crickeid o forth. One may further know that, as a
sporting nation, France takes part in internatispdrts competitions including the FIFA football
World Cup, the Six Nations rugby competition, thighyy World Cup, and the Olympics. One may
have access to a large body of knowledge concethiagorts of sports French people engage in. One
may have knowledge of the funding structures armosconomic conditions and constraints that
apply to these sports in France, France’s intasnatistanding in these sports, and further knowdedg
about the sports themselves including their gowgrnules. This knowledge derives from a large
number of sources, including direct experienceautiral transmission — including language.

Figure 1 gives a sample of further secondary cogninodels accessed VROLITICAL SYSTEM
Each secondary cognitive model has further cogmitodels to which it provides acces=RENCH)

ELECTORATE s accessed via the cognitive modatENCH POLITICAL SYSTEM, which is accessed via
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the cognitive modeNATION STATE. NATION STATE is a primary cognitive modeELECTORATE and
POLITICAL SYSTEM are secondary cognitive modéfs.

LCCM theory is motivated in large part by the olbs#ion that word meanings vary across
contexts of use in terms of the conceptualizatjoifat they in part give rise to. Consider the

following examples relating to the lexical foffnance

(22) a. France is a country of outstanding natoealuty.

b. France is one of the leading nations in theopean Union.

In (22a),Francerelates to a geographical landmass coincident thétborders of mainland France. In
(22b),Francerelates to a political nation state, encompasgsgalitical infrastructure. The essential
insight of LCCM theory is that linguistic — anddied, extra-linguistic — context guides the way the
lexical concept HRANCE activates the relevant cognitive model in the nittge model profile to
which [FRANCE] facilitates access. While the details of hovs tisi achieved are beyond the scope of
this paper (see Evans 2009b for details), theiglaa follows. In (22a) the linguistic contextiaates
the LANDMASS cognitive model accessed vierRpNCE]. In (22b), the linguistic context activates the
NATION STATE cognitive model accessed VRRRNCE]. Context constrains which part of the cognitive
model profile a given lexical concept facilitatesess to. This allows one to model the proteanreat

of word meaning.

4.2 Literal versus figurative conceptions13

As | have just shown, the way open-class words sisffrance derive their interpretation involves
activation of a particular component — a cognitwmedel — in a given cognitive model profile. For
activation to occur, the cognitive model profilecassed via the open-class lexical concepts in an
expression must undergo a process LCCM theorysédensmatching According to LCCM theory, a
failure to match across two or more primary cogeitmodel profiles is one of the hallmarks of
figurative language.

The distinction between what | refer to dgeral conception- the meaning associated with a
literal utterance- and afigurative conception- the meaning associated with a figurative uttegan
relates to that part of a wordsemantic potentiat- which, according to LCCM theory, relates to its
cognitive model profilgcf. Allwood 2003) activated in the process of condingca conception. A
literal conception canonically results in an intetgtion that activates a cognitive model or models

within the primary — which is to say default — cdiye model profile. A figurative conception occurs

2 The hierarchical organization of cognitive model profiles results from the empirical finding that knowledge is
organized, and certain knowledge types appear to exhibit typicality effects: some types of knowledge appear to
be more central and others more peripheral to particular lexical concepts. See (Evans 2009b) for discussion.
13| make no distinction here between types of figurative conception: e.g., metaphor versus metonymy; these
lie beyond the scope of the present paper. For such a distinction, see (Evans 2010b).
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when a clash arises in the primary cognitive maaefiles subject to matching. This is resolved whe
one of the cognitive model profiles achieves a matdts secondary cognitive model profile.

Consider the following examples, again relatinghi lexical conceptFRANCH:

Literal conception
(23) France has a beautiful landscape.
Figurative conception

(24) France rejected the EU constitution.

In (23), a literal conception arises by virtue ofmatch between the interpretation of the expression
beautiful landscape- the result of a prior match betwe@EAUTIFUL] and LANDSCAPE| — and the
primary cognitive model profile to whiclFRANCE] affords access, these being the only expressions
that facilitate access to cognitive model profileFhat is to say, the resulting interpretation of
[BEAUTIFUL] and [LANDSCAPE undergoes matching with the cognitive model peofo which the
lexical conceptBRANCE] affords access: a search takes place in the prio@gnitive model profile
associated withHRANCE]. Constrained by principles that ensure conad@nd schematic coherence
(Evans 2009b), a match is achieved in the primagnitive model profile of fRANCH.

In (23), theGEOGRAPHICAL LANDMASS cognitive model for fRANCH| is activated — recall the
cognitive model profile forHRANCE| presented in Figure 1. It is this cognitive miodl&at matches
the interpretation associated with the expresbieawtiful landscape The conception that arises for
(23) is literal, because activation occurs solalyhie primary cognitive model profile cfRANCEH|.

In contrast, (24) would usually be judged to beufedive in nature.Francein (23) refers to a
specific geographical region: that identified by termFrance. Francean (24) refers to the electoral
majority who voted against implementing the EU dibason in a 2005 referendum. This figurative
conception arises due to a clash between the pric@gnitive model profile ofHRANCE and the
interpretation associated with the expressiejected theEU constitution None of the primary
cognitive models to whictFRANCEH| facilitates access can be matched with that pmédation.

The failure of matching in the primary cognitive deb profile requires establishing a wider
search domainnamely, matching in the secondary cognitive madéh cognitive models to which
the lexical conceptFRANCE provides only indirect access. This enableslmtiem by facilitating a
search region beyond the default one: which iy the primary cognitive model profile.

In (24), a secondary cognitive model is identifibdt achieves conceptual coherence, thereby
resolving the clash and achieving a match. Thenitiwg model that achieves activation is the
ELECTORATE one (see Figure 1). The matching process resuls figurative interpretation for
[FRANCEH], which is that of ‘electoral majority’. Becaudbe ELECTORATE cognitive model is a
secondary cognitive model, this means that theejuian is figurative.

The defining feature of a literal conception isttin@atching occurs in the primary cognitive

model profiles of the relevant lexical conceptsheTdefining feature of a figurative conception is a
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clash in those primary cognitive model profilescewsitating resolution and, hence, activation of
cognitive models in the secondary cognitive modelfile of one or more of the relevant lexical

concepts; for full details, see (Evans 2010b).

4.3 Conceptual metaphors versus semantic affordances

LCCM theory assumes that figurative meaning cowsityn involves a number of different knowledge
types. One knowledge type involves primary conegptnetaphors (Grady 1997b, Lakoff & Johnson
1999). Recall that these are hypothesized to lbsseailomain conceptual primitives that arise
automatically on the basis of pre-conceptual, usady shared experience types. A second
knowledge type involves compound metaphors (Gre@f7th, 2005; Lakoff & Johnson 1999 prefer
the termcomplex metaphdr These are complex bodies of knowledge aridmgugh processes of
conceptual integration, in the sense of Fauconamet Turner: i.e., they are a type of (often very
complex) blend. Specific proposals as to how thageacan be found in (Grady 1997b, 2005;
Fauconnier & Turner 2008).

The common denominator of primary and compound phets is that they involve knowledge
recruited from other regions of conceptual spaddclwvis to say, from other domains of experience.
LCCM theory assumes that primary and compound rhetapstructure the cognitive models that
make up a lexical concept’s cognitive model profée | shall show below. On the present account,
conceptual metaphors — whether primary or compouridrm part of the knowledge to which an
open-class lexical concept facilitates access drahce, part of the conventional body of knowledge
potentially invoked by any given lexical item dugithe process of figurative language understanding.

In addition to knowledge of this type, lexical cepts facilitate what | refer to asemantic
affordances those knowledge types that are immanent in thgnitive model profile prior to
additional structuring via conceptual metaphor.r iRstance, the lexical concept associated with the
form whizzprovides a number of possible interpretations dinise purely on the basis of the cognitive
models to which it facilitates direct (primary cdtiye models) and indirect access (secondary
cognitive models); these inferences constitute séimaaffordances. Semantic affordances are
activated during the process of (figurative) larggianderstanding, as mediated by context. Semantic
affordances potentially activated by selectionhaf lexical conceptyHizz] include ‘rapid motion’, ‘a
distinct audible sound’, ‘lack of perceptual detsisociated with the object of motion’, and ‘lincite
durational elapse to observe object of motion'wadl as many others. | argue below that semantic
affordances — as well as relational structure rtsmfwia conceptual metaphor — is important in rogvi
rise to the interpretation associated with any mgiwpen-class lexical concept during figurative
language understanding.

I make four claims as to the roles of conceptuabigors and semantic affordances in figurative

meaning construction.
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Claim 1: as argued in Section 3.1, there are compellingoreasor thinking that conceptual
metaphors, while part of the story, underdeterrfiopngrative language as it shows up in language use.
For instance, the conceptual metapsiDXTES ARE LOCATIONSdoes not predict why there are different

patterns in the sorts of states that can be endoglddferent prepositions in English:

(25) a. Sheisin lovecf *she is on love).

b. The soldiers are on red alat ¢the soldiers are in red alert).

Claim 2: a semantic affordance is an inference specific givan lexical concept. It arises during
figurative — and, indeed, non-figurative — languagelerstanding due to activation of (part of) a
cognitive model to which the lexical concept faaies access: in other words, semantic affordances
reside in the conceptual system and, hence, ardinmaristic in nature, although they are activalbgd
linguistic (as well as non-linguistic) context. pninciple, a lexical concept can facilitate activa of

a vast number of semantic affordances, constraimig by the cognitive model profile to which it
facilitates access. Moreover, a lexical concept, ¢a any utterance, give rise to more than one
semantic affordance: a consequence of the exigaibtic context — venue, time, interlocutors, aad s
forth — linguistic context, and processes of megrianstruction that apply. Consider the following

utterances:

(26) a. Christmas is approaching.
b. Christmas whizzed by (this year).

CMT claims (e.g., Lakoff & Johnson 1999, Moore 2p@tat the ego-centred conceptual metaphors
for Moving Time allow one to understand (the passa time in terms of the motion of objects
thorough space, thereby licensing these examples.

While examples such as these are, no doubt, inapeoihsequence of conceptual metaphors for
time (here, in terms of their ‘location’ in timeitleer future (26a) or past (26b)), the forms
approachingandwhizz give rise to distinct semantic affordances thainca be predicted solely on
the basis of the common conceptual metaphor mad@MT to license them. The semantic affordance
associated with the lexical concepPPROACHING relates to ‘relative imminence’. The event in
question — in (26a), Christmas — is construed asifrent. The semantic affordance associated with
[WHIZZ] in (26b) doesiot concern imminence, but the observer's compressgérience of the event
(again, Christmas): i.e., the semantic affordardates to the phenomenological experience that, in
(26b), Christmas felt as if it lasted lesser titnart is normally the case. Even while the Movingndi
conceptual metaphor allows the language user tty apfational structure from her experience of
objects moving in space and so interpret Christmmtaphorically as an object, part of her
interpretation involves semantic affordances unidqoiethe relevant lexical concepts for motion.
Because the aforementioned inferences are spéexigxical forms, it is theoretically more accuréde

assume that this aspect of meaning constructianives a bottom-up process whereby the inferences
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arise due to activation of knowledge — semantiordéinces — specific to the lexical concepts in
guestion, rather than from a top-down process efarching conceptual metaphor.

Claim 3 conceptual metaphors and semantic affordancevidarotwo, complementary
knowledge types essential to figurative languagammg construction. LCCM theory assumes that
language use — specifically, figurative conceptiertaws on a number of different knowledge types.
These include purely linguistic as well as concaptknowledge. The semantic dimension of
linguistic knowledge is modelled in terms of thedkhetical construct of the lexical concept, which
constitutes a bundle of different knowledge typsse(Evans 2009b for full details). Conceptual
knowledge takes different forms, including — at tleey least — primary cognitive models; secondary
cognitive models; and conceptual metaphors, whialictire primary cognitive models in terms of
structure recruited from other domains. Becaus€MQheory takes a usage-based perspective, |
assume that any utterance, in producing a concggtivokes various knowledge types — including
context of use.

Claim 4 in LCCM theory, conceptual metaphors hold at thesllef cognitive models. They
structure the primary cognitive model(s) to whiah @pen-class lexical concept facilitates access.
This means that the cognitive model profile foegidal concept such asjRISTMAS has enhanced
conceptual structure, potentially facilitating ags¢o relational knowledge about the motion of cigje
through space. This allows language users to mwalerences, associated with objects in motion, to
understand temporal relations involving the reltilocation’ in time of a temporal event (here,

Christmas). The next section describes how thghtrwork in practice.

4.4 Interaction between conceptual metaphors and semantic affordances in figurative

meaning construction

In this section, | argue that linguistically mee@atfigurative meaning often arises due to inteoacti

between conceptual metaphors and semantic affoeda@onsider these examples:

(27) a. Christmas is approaching (us).

b. Christmas whizzed by this year.

CMT claims that these sentences are motivated byctnceptual metaphanME IS OBJECTS IN
MOTION (ALONG A PATH): akathe Moving Time metaphor. However, while thispsesumably, part
of the story — allowing one to conceptualize a terap event, Christmas, in terms of inferential
structure associated with objects and relativetiooa on a path in terms of temporal notions ot,pas
present, and future — it is not the whole storgl @annot be for the following reason.

While (27a) implies the relative imminence of a pemal event, Christmas, no such inference is
provided by (27b) — which, instead, implies that tiemporal event was perceived as having a
relatively shorter duration than usual: the phermoneof temporal compression (see Evans 2004,

2009b: Chapter 15). These inferences are indeperadethe Moving Time conceptual metaphor.
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They must be, because these inferences arise wheRQACHING and [wHIzz (BY)] are deployed in

veridically spatial rather than temporal scenarios:

(28) a. The woman is approaching.

b. The car whizzed by.

The inference in (28a) is that the woman’s arrigaimminent. Analogously, (28b) provides the
inference that the perceptual awareness of thevaarexperienced for a relatively short time. These
semantic affordances arise automatically as a quesee of the cognitive model profile to which the
lexical conceptsAPPROACHING and WHIzz] facilitate access. They combine with the Movirighe
metaphor in (27a) and (27b) to give rise to figiameaning. Below, | sketch how the Moving Time
conceptual metaphor is accessed by theR[STMAS| lexical concept to construct a figurative
conception of (27a).

The lexical conceptdHRISTMAY] facilitates access to a number of primary cogaitinodels, as
Figure 2 illustrates. One knowledge type relate€hoistmas as aULTURAL FESTIVAL that includes
the exchange of gifts among other cultural prastidenother relates to Christmas agEmMPORAL
EVENT, which includes a whole host of knowledge assediatith theTEMPORAL EVENT cognitive
model (see Evans 2009b for detailed discussiom¥t &f one’s knowledge about temporal events is
that they can be situated RAST, PRESENT or FUTURE. Another part is it9©URATION, which has a
number of values associated with it. Moving fromghtito left, the first iISEMPORAL COMPRESSION
the overestimation of time, which is to say theezignce that time is proceeding more quickly than
usual. The second &'NCHRONOUS DURATION the normative estimation of time, which is to sag
experience of time unfolding at its cultural ané&pbmenologically standard or equable rate. The thir
iS PROTRACTED DURATION underestimation of duration, which is to say é&xperience that time is
proceeding more slowly than usual. The final prynzognitive model in Figure 2 is Christmas as a
RELIGIOUS FESTIVAL This relates to knowledge about the nature ofstthas as a Christian event and
the way the festival is enacted and celebrated.

The primary cognitive models focHRISTMAS] recruit structure from other cognitive models via
conceptual metaphor. As LCCM theory operationalizesonceptual metaphor provides a stable link
allowing aspects of conceptual content, encodedrgycognitive model, to be imported to form part
of the permanent knowledge representation encogedidsther.

For instance, the primary cognitive modefMPORAL EVENT is structured via conceptual
metaphor in terms of a stable, long-term link bemvi and the cognitive model relating toGBIECT
IN MOTION ALONG A PATH. That cognitive model — represented in Figure 2 &ircle along a path,
with the arrow indicating direction of motion — pides theTEMPORAL EVENT coghitive model with
relational structure concerning knowledge of olgeatdergoing motion along a path. The conceptual

content recruited via conceptual metaphor is irtditdy the dashed lines.
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OBJECR INMOTION SYNCHRONOUS
ALONG4 PATH DURATION
—> PROTRACTED TEMPORAL
4 DURATION COMPRESSION

PAST PRESENT FUTURE DURATION

CULTURAL FESTIVAL TEMPORAL EVENT RELIGIOUS
FESTIVAL
[CHRISTMAS]

Figure 2: Partial primary cognitive model profile for [CHRISTMAS].

Relational structure from this cognitive model rherited by thePAST, PRESENT and FUTURE
attributes, such that content, relating to the aegdf the path behind the object, serves in part to
structure one’s experience of ‘pastness’; contetafing to the object’s present location, serwegart

to structure one’s experience of the present; andeat, relating to that portion of the path innfrof

the object, serves to structure one’s experiencieffuture. This is indicated by the dashed lines,
which map the relevant portions of the path of mwtirom theOBJECT IN MOTION ALONG A PATH
cognitive model onto the attribut&®TURE, PRESENT andPAST. Content relating to the nature of
motion is inherited by thBURATION attribute. This is captured by another dashed iiféch links the
arrow — signifying motion — with thBURATION attribute.

It is now possible to see how a sentence such7ag (& understood to relate to a temporal event
(Christmas) ‘located’ in the future. This inferenaéses due to matching between the primary
cognitive model of §HRISTMAS] — involving spatial content recruited via conaegdtmetaphor — and
the primary cognitive model profile accessed vi@PROACHING. See Figure 3. The conceptual
metaphor structures the primary cognitive moteMPORAL EVENT, providing it with relational
structure recruited from a cognitive relation totimo through space.

In this case, matching is achieved in the primargnitive model profiles of bothcHRISTMAS]
and pPPPROACHING. Through conceptual metaphoGHRISTMAS| facilitates access to relational
structure derived from the scenario of an objectmation: knowledge that forms part of the

TEMPORAL EVENT cognitive model. This is matched with the kindtefminal motion accessed via
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[APPROACHING. The cognitive model profile associated withPPROACHING involves motion
towards an entity: the object in motion is in frafthe entity it is ‘approaching’. Because therlURE
attribute of therTEMPORAL EVENT cognitive model accessed vieHRISTMAS] is structured in terms of
that part of the motion trajectory that is in frotiitere is a match. That match involves interpgethe
temporal event of Christmas as ‘located’ in theifet This interpretation is a consequence of aigpec
type of matching | refer to a®onceptual metaphor matching

LCCM theory assumes that, in cases of conceptusghpher matching, regular matching still
takes place. In other words, conceptual metaptaiching involving primary cognitive models does
not prohibit additional figurative semantic afford&s arising via activation in the secondary cogmit
profile of one of the lexical concepts undergoinatching and clash resolution.

The second issue to account for in (27a) concenasiriference that the temporal event of
Christmas is relatively imminent. | argue that timgerpretation arises due to additional matchimg i
the secondary cognitive model profile @PPROACHING. Again, just because conceptual metaphor
matching has occurred does not preclude furtherchireg. This secondary process attempts to
construct an interpretation foICHIRISTMAS and JAPPROACHING by first searching the primary
cognitive models of both these open-class lexicaicepts. Christmas is a temporal, cultural, and
religious event, and hence something that canndéngo the sort of veridical motion implicated by
the primary cognitive model profile associated wWitttPROACHING. A clash arises, necessitating
resolution* via a search in the secondary cognitive modéilprof [APPROACHING.

Figure 3 provides a very partial cognitive model[flePPROACHING, including primary cognitive
models fOITARGET LOCATION, DIRECTED MOTION OF AN ENTITY, andTHE IMMINENCE OF ARRIVAL OF
AN ENTITY. A consequence of the latter ISMINENCE OF OCCURRENCE OF EVENTa Ssecondary
cognitive model. A temporal event such as Christo@soccur but not (literally) arrive, so therais
match between the secondary cognitive mad@INENCE OF OCCURRENCE OF EVEN®Nd the primary
cognitive model profile of HRISTMAS]. The interpretation of the imminence of the oceoce of
Christmas is due to a semantic affordance arisimg tlash resolution following regular matching.

This analysis reveals that interpretation of (dAaplves more than simply conceptual metaphor.
A number of different knowledge types are involvegfjular processes of meaning construction take
place, as modelled by LCCM theory. This involvesierstanding the temporal event as an object that
can undergo motion — via conceptual metaphor — badge, be ‘located’ in the future. It further
requires understanding — through clash resolutidhat the type of motion implicates the relative
imminence of occurrence. This is achieved withagourse to conceptual metaphor, via semantic

affordance.

14 For details of when clash resolution arises and other factors that bear on figurative meaning construction,
see (Evans 2010b).
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IMMINENCE OF
OCCURRENCE OF
EVENT
TARGET DIRECTED IMMINENCE OF
LOCATION MOTION OF AN ARRIVAL OF
ENTITY ENTITY

[APPROACHING

Figure 3: Partial cognitive model profile for [APPROACHING].

5. CONCLUSION

In this paper, | have argued that, while it is apartant theoretical construct, conceptual metaghor
but one type of knowledge unit playing a role gufiative meaning construction. In particular, Véa
argued that, while conceptual metaphors inherenén donceptual system, a class of metaphors —
discourse metaphors — emerge and evolve in andghrlanguage use; they inhere in the linguistic
system. | refer to the semantic units associai#il words and other linguistic expressions as kxic
concepts. | introduce LCCM theory and suggestlthatal concepts provide access to non-linguistic
knowledge representations — cognitive models — tzat be structured in terms of conceptual
metaphor. The integration of lexical conceptsigurative meaning construction gives rise to the
integration of conceptual metaphor with other typesonceptual knowledge: most notably, semantic
affordances. The combination of these two typdaofvledge representation facilitates the figuetiv
meaning construction in the examples | have comsitjeather than conceptual metaphor alone. This

perspective promises to build towards a joined-egoant of figurative meaning construction.
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Integral Semantics and Conceptual Metaphot:
Rethinking Conceptual Metaphor Within an Integral
Semantics Framework

The paper focuses, on the one hand, on two theoretical problems of Conceptual Metaphor Theory:
namely, the cognitive status and the creative dimension of the conceptual metaphors; on the other, it aims
at approaching some descriptive findings from Conceptual Metaphor Theory within the perspective of
Coseriu’s semantics. Over the past years, the universalist claim of pre-linguistic embodiment via image
schemas has been subject to much criticism. Recent attempts to simply situate conceptual metaphors
within a social and cultural context did not bring the expected results. Therefore, the need for a radical
breakthrough from the old conceptual and theoretical framework of Lakoff and Johnson’s Conceptual
Metaphor Theory became urgent. The reconstruction of cognitive science on phenomenological and
hermeneutical bases is on the way to being pursued within the rising of the third generation of cognitive
science. It will certainly represent a major advance for bridging the gap between cognitive science and
other traditions of research, such as integral semantics.
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1. AN ATTEMPT TO BRIDGE THE GAP BETWEEN COGNITIVE SEMANTICS
AND INTEGRAL LINGUISTICS

This paper aims to demonstrate, on the one hand, lhtegral Semantics (IS) can help Cognitive
Semantics (CS) solve some conflicting positionsardigg Conceptual Metaphor Theory (CMT); and,
on the other, to show how both can turn their ntogiortant findings into solid accomplishment. My
quest for integrating these theories will mainlypoesued within the field of restructuring work @oloy

the third generatiorof cognitive scienceHow can these theories be brought together? IBis¢e

Y1t is well known that the demarcation between generations of cognitive science varies, to some degree,
between authors, relative to the criteria used for judging the unity of the field within the cognitive science
paradigm. My understanding is more sympathetic to Zlatev’'s (2007, 2008a) and Sonesson’s (2009) position
than to Thompson’s (2007). | refer to the third generation of cognitive science as the relatively recent research
drive that attempts systematically to reconstruct and rethink the theoretical and conceptual foundations of
cognitive science on the strength of concepts such as subjectivity, intersubjectivity, consciousness, and linguistic
sign. Although the first signs of a new generation of cognitive science came from works developed in relative
isolation, recently a few scholars have unified their efforts and consolidated a distinct perspective called

Address for correspondence: Academia Roméana, Filiala Cluj-Napoca; Institutul de Lingvistica si
Istorie Literara ,Sextil Puscariu’ — Str. Emil Racovita nr. 19-21, 400165 Cluj-Napoca, Romaénia,
elena_faur@inst-puscariu.ro; faur.elenacarmen@gmail.com.
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provide the broadest conceptual and theoreticaindveork for a comprehensive, coherent,
integrational matrix of the current directions inguistics (see e.g. Zlatev 2011). CMT can find its
specific place within IS: namely, #te universal level of speakimg Coseriu’s matrix (see below). At

the same time, IS can, within its overall perspectvalue several discoveries from CS in the fadld

‘metaphorology’.
Poaints of view
Levelsof Activity Knowledge Product Content
language Enérgeia Dynamis Ergon
Universal Speaking in general Elocutional Totality of Designation
knowledge utterances
Historical Concrete particular| Idiomatic (Abstracted Meaning
language knowledge particular
language)
Individual Discourse Expressive Text Sense
knowledge

Table 1: Coseriu’s matrix, adapted from Coseriu (1985).

There are at least three main points at whichwg seemingly incompatible, frameworks — CS and
IS — can be brought together. (1) Both CS and #elmetaphor in thgenus proximunef human
creative-imaginative activities. (2) Both typessaimantics view metaphor as a cognitive category of
thinking and — with some qualifications — humanglaage. (3) Both understand metaphorical
knowledge as knowledge based on images.

Apart from such convergences, the solutions offénedhese approaches could not seem more
different — even though they start from a commapall sense in which metaphor can be seen as the
creation of new imagistic semantic contents in yday speaking, one of the usual means of speaking
by relating to things, events, or aspects of oegfgerience. However, unlike Coseriu who — as early
as 1952 (1985 [1952]; see also BarcR003) — situated ‘metaphorical creation’ in afasged sense
within the cognitive medium of languag€S views metaphor as a phenomenon that creates ne
cognitive contents, czonceptual domainef thought,within the framework of mental spaces that are
prior to, and independent of, language functidmy attempt to bridge the gap between these diffier
‘cognitive’ perspectives necessarily involves a enbasic consideration at the level of the concéptua

backgrounds of the theories under consideration.

cognitive semiotics (see Zlatev 2012). This perspective integrates results from cognitive science and semiotics
to create an adequate framework for the human and social sciences (see Sonesson 2009). The third-generation
systematic reconstruction of cognitive science has opened the path to a promising dialogue between integral
and cognitive linguistics by its systematic examination of the core concept of intersubjectivity, involved in both
the intersubjective constitution of the world and the emergence of shared linguistic meanings (see Zlatev,
Racine, Sinha & Itkonen 2008, where this concept is approached from several perspectives).

? The crucial difference is connected with a larger, more fundamental quarrel regarding the role attributed to
the ‘language faculty’ in the constitution and functioning of the human mind. Coseriu’s conception is obviously
based on a Humboldtian platform, according to which language — in its essence — is not simply instrumental but
constitutive of human mind and consciousness.
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2. THE CONCEPTUAL METAPHOR MODEL IN COGNITIVE SEMANTICS
2.1 Lakovian theory and its critiques

The new conceptualization of metaphor proposeddkoff and Johnson (2003 [1980], 1999) is built
on the idea that metaphors are not linguistic esgioms or ‘figurative elements of speech’ but rathe
conceptual structures eonceptual metaphors- that can be identified at a level prior to thei
manifestation in language. Furthermore, it is cidnthat conceptual metaphors have a decisivemole i
structuring and defining one’s ordinary conceptsytem. Metaphorical expressions suctwasare
close friendsor we’ve beertlose for years, but we've beginning tvift apart are considered surface
manifestations of a single conceptual metaphorIMACY IS CLOSENESS.

Lakoff and Johnson understand metaphor as a ldyewr@weptual content, whose function is to
produce ‘new understandings [of things] and ... nealities’ (Lakoff & Johnson 2003 [1980]: 235).
As far as the functional principle of these conuaptnetaphors is concerned, the new metaphorical
content is produced by mapping or ‘projecting’ arage-schematic structure of experiential content
from a source domain onto a target domain. The ettion of the two conceptual domains is not
arbitrary. It does not occur in the absence ofegarately from, the contents of pre- or extradlistic
experience but is motivated by the metaphoricabalaion of image-schematic pre-conceptual
structures.

Enthusiastically welcomed by many researchers e fibld — while subsequently subject to
criticism (see e.g. Rakova 2002, Haser 2005) — CHiled a gap that was profoundly felt in
traditional metaphorology, dealing with the wayustures of experience participate in the production
and understanding of metaphorical speaking: neghe creation oflesignativenetaphorical contents.

More than three decades since its original fornmutatas a result of much empirical research the
theory has undergone numerous adjustments, whi@hlbd to increasing refinement of its conceptual
apparatus. In spite of the undeniable descriptivenaes opened by CMT, theoretical problems
relating to both the status of metaphors and thgnitiwe aspect of the theory proved to be
insufficiently explored and questioned. It is safesay that the fate of this model of conceptual
metaphor largely depends on solving these theateficoblems (BorcH 1997; see also Faur
forthcoming.

The belief that metaphor is a conceptual mentahpimenon prior to, and independent from, the
metaphorical expression as such is shared by naelitpgnitive semanticists. From this perspective,

‘metaphorical speaking’is nothing but an epiphenomenon in relation toapledricalthought a

3 Metaphoric concepts in the first formulation of the theory (Lakoff & Johnson 1980).

* Since 1980, CMT has passed through several versions due to its difficulties solving the problem of the creation
of new metaphorical contents. For the different versions of CMT, see Section 3.3.

> Lakoff and Johnson (2003 [1980]) do not refer to the traditional linguistic distinctions between language
(faculty and activity), langue (linguistic system), and speech (individual utterances). Lakoff and Johnson’s
distinction between metaphorical thought and metaphorical speaking principally serves to demonstrate that
metaphor is not confined to language (and, within this realm, is not a matter of stylistic flourish) but is
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‘surface manifestation’. The immediate consequeasfcgostulating such a conceptual level is, as A.
Barcelona notes (2000: 2), that the ‘faculty of gamge’ becomes a mere ‘reflection’ or
‘specialization’ of ‘general cognitive abilitiesCuenca and Hilferty (1999) consider the denial of
language’s functional autonomy a ‘fundamental ppiet of cognitive linguistics (CL), according to
which ‘language is not an autonomous faculty’ lubhadinate to — or at least integrated with — the
other ‘human cognitive abilities’ (Cuenca & Hilfgrti999: 181y Borcili (2003) argues that the
separation of the two levels in CL — the concepéunal the linguistic — and especially the reductibn
language to the level of ‘expression’ and the failto acknowledge the primordiebgnitive function

of language undermine the project’s goal from they\beginning: the goal of explaining the creation
of new metaphorical contenitseveryday speaking.

Few studies have tackled head on the problemapiects that arise when surgically separating
the conceptual and linguistic levels of metaphaasét (2005) has been one of the most outspoken
critics of the conceptual metaphor model. She edticow, when explaining conceptual metaphors,
the starting point for cognitive semanticists iwas metaphoricaspeaking Naturally, with this in
mind, she wondered if metaphoric concepts detertfieeemergence of linguistic expressions or vice
versa. The alleged primacy of conceptual metaphoelation to metaphorical speaking conflicts with
the observation that the model cannot demonstnatpriesence of conceptual metaphor in the absence
of metaphoricalinguistic expressionin which conceptual metaphor is supposed to bstaltized.
This causes Haser (2005: 147) to question theireaily of the jump from thought to language — or
vice versa, from language back to thought. Howewéh no intention to minimize the significance of
her work, | believe she does not solve the prohilera satisfactory manner. On a closer look, it is
unclear how connections between the conceptualliagdistic levels can be established without

providing a different operational framework.

2.2 The sociocultural situatedness of conceptual metaphors

Ever since the first formulation of Lakoff and Jsbn’s CMT withinexperientialist semantid$ akoff

& Johnson 1980) and afterwards wittembodiment theoryLakoff & Johnson 1999), it has been
claimed that metaphorical thinking makes use oumemt schematic-imagistic patterns of one’s
embodied experience. More precisely, proponent€MT argue that one’s capacity for conceptual
metaphor is linked to one’s embodigute-verbalexperience, based on the mapping of ‘experiential
structure from the “imagistic” realm of sensory-moéxperiences to non-imagistic (“abstract”) ones’
(Hampe 2005: 2). For example, the embodied expegi@f containment is central to understanding
both linguistic expressions such ysur argument doesn’'t have mucbntent or your argument is
vacuous and the underlying conceptual metaphor AN ARGUMBSTA CONTAINER. In addition,

cognitively important. Yet their distinction between the two levels, of thought and language, is, to some extent,
analogous to Saussure’s distinction between langue and parole (speech) (see Section 3.3).
6 gl lenguaje no es una facultad auténoma, sino que se relaciona con los otras habilidades cognitivas humanas’.
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Lakoff and Johnson claim that experience is ‘newerely a matter of having a body of a certain sort;
rather, every experience takes place within a laskground of cultural presuppositions’: i.e., ‘all
experience is cultural through and through..., weeegmce our “world” in such a way that our
culture is already present in the very experietssdfi (Lakoff & Johnson 2003 [1980]: 57). However,
in both Lakoff and Johnson’s experientialist senegnand their embodiment theory, it remained a
highly controversial issdiehow universal pre-linguistic embodiment via imagdemas could
account forsociocultural embeddednessRecently, the claim for the universalism of cqrtoal
metaphor has been debated within the context ahemeasingly amount of research. Over the past
few years, researchers have argued for the neduohkothe body to culture and described the
sociocultural situatedness of image-schemas: thatthie embodiment that grounds conceptual
metaphor (Gibbs 1999; Kimmel 2005, 2008; Yu 2008308b; Violi 2008; Zinken, Hellsten &
Nerlich 2008).

Within a psychological framework, Gibbs (1999) icites the cognitive linguists’ and cognitive
psychologists’ view of metaphor as the concepttracture of thought, warning against the solipsism
imminent in their theory. Using an appropriate mata, Gibbs summons cognitive scientists ‘to
move’ metaphor ‘out of our heads’ ‘into the embadiEnd public world’. He stresses the cultural
dimension of cognition, arguing that image schearasnot universal patterns but rather have a strong
cultural component. He offers illuminating examps®wing that culture is not somethiaddedto
the physical interaction of body with wotld rather experience itself is culturally constitlit&de
proposes a perspective on embodied metaphors a®dshiapresentations, within a cultural
community, that play a pivotal role in both langeaand thought. The far-reaching, fundamental
principle Gibbs brings forward is ‘that cognitioniss, and it is continually re-experienced, when t
body interacts with theultural world (Gibbs 1999: 162emphasis addégd

In the same vein as Gibbs, Yu (2008a; 2008b) detraies that, if the body is ‘a potential
universal source domain for metaphorical mappimgmfbodily experiences onto more abstract and

subjective domains’ (Yu 2008b: 250), then culturaddels constitute thiiter of bodily experience,

” The concept of image schema as well as the meta-theoretical concept of embodiment have been subject to
much critique, because they lack the very characteristics that would prove their phenomenological character:
intersubjectivity, accessibility to consciousness, and the possibility to be linked to language (Zlatev 2007). The
issues have been discussed within two recent volumes: (Haser 2005) and (Ziemke, Zlatev & Frank 2007).
Perhaps the most vehement critiques of Lakoff and Johnson’s concepts are raised from within the third
generation of cognitive science: see (Zlatev 2005, 2007, 2008a, 2010, 2011; Itkonen 2006, 2008; Sonesson
2007, 2009).

¥ Both image schema and embodiment are ambiguous concepts in the cognitive science literature: one cannot
find a unified notion of either one.

° The term sociocultural situatedness (or sociocultural embeddedness) makes reference to the work of a group
of cognitive researchers who criticize Lakoff and Johnson’s notion of embodiment as isolated from any
interaction with social and cultural context. The concept ‘denotes the way(s) in which individual minds and
cognitive processes are shaped by their being together with other embodied minds, i.e., their interaction with
social and cultural structures, such as other agents, artefacts, conventions, etc., and more particularly..., with
language itself’ (Frank 2008: 1).

1% Otherwise, such interaction would give rise to universal patterns of thinking and reasoning.
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setting up perspectives from which each experieaceewed. Yu (2008b) analyzes the complex
metaphors DIGNITY IS FACE and PRESTIGE IS FACE inifi@se to show how the bodily basis of
the ‘image’ can motivate a metaphor, but the ‘dcsadection’ of it largely depends on its cultural
basis. Moreover, he proves that ‘culture serves filter that only allows certain bodily experiesde
pass through so that they can be mapped ontorcéatagiet-domain concepts’ (Yu 2008b: 249).

Kimmel (2005) raises a much stronger critique ef timiversality claim for image schemas ‘as the
grounding of metaphoric mappings in primary scerige’ argues that cognitive semanticists’ ‘ontology
and... methodology of image schema research remesnaded in mutually strengthening biases which
are not exactly congenial with a socio-culturalwiéKimmel 2005: 288). On the one hand, this haggpen
because image schemas - due to their supposed raahive pre-linguistic
embodiment — are understood as ‘developmental tg@ilg. On the other hand, since ‘embodiment is
rooted in the kinaesthetic experiences in spalsetetis no place for culture to shape the bodyly-the
opposite (Kimmel 2005: 288). Kimmel demonstrateat,tirom the perspective of image schema
acquisition, it is necessary to take into accobatdialectical relationship between body and celtin
his account, image schemas are not universal pgttdrey are ‘learned’ and permanently ‘refined’ in
‘culturally recurrent settings’. He redefines imagghemas as ‘tools for situated cognition and attio
(Kimmel 2005: 305). In response to Johnson's urtdeding of image schemas, Kimmel proposes a
‘balanced view'. He demonstrates ‘how discourdeali and material culture shape image schemas’,
and he tries to overcome the ‘tendency to unidoeatly theorize how image schemas shape discourse’
(Kimmel 2005: 299). As a direct consequence fos th@per, his sociocultural perspective opens a
horizon in which language begins to regain its prggace in human cognition. He insists that ‘weche
to develop frameworks... that capture how image-setienmetaphors, for example, are doubly
constrained by embodied experienaged by cultural ideology’ (Kimmel 2005: 29@mphasis origingl

Although all these researchers signalled the urgert to re-evaluate concepts at the heart of
Lakoff and Johnson's CMT, they were yet not beegppred for a radical change in the conceptual
and theoretical framework. However, it became chkbat progress toward a radical breakthrough
could not be achieved through the extension oxatian of the core concepts of embodiment theory
(Borcila forthcoming. The major reason behind this failure was thé lafcsystematically developed
notions of subjectivity, intersubjectivity, consagness, and — especially — linguistic sign. Toergh
was nocoherentframeworkable to explain the formative role of language anlure in shaping the
body or the dialectic relationship between cultaned body. | think that such a systematic
interdisciplinary framework is emerging in the pees of the conceptual reconstruction of cognitive
science proposed by the third generation (seed®e2tl).

Basing his work on the new conceptual framework iséchievements, Zlatev characterizes the

world" in which human beings are embedded asutiieerse of discourseand the embodimefitat

" n his theory of embodiment of meaning, Zlatev (2009b) distinguishes four worlds according to four kinds of
embodiment, the subject involved in each world, and the subject’s internal value system.
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this level asextended embodime(@®009a, 2009b). This world consists of ‘culturaliefs, myths,
scientific theories, political ideologies, novefmems, internet forums, blogs etc. which are made
possible by language’ (Zlatev 2009b: 19). The ursgeof discourse is extended to include the inferio
levels and is largely based on language and culburtethese, in turn, are based on the consciogsnes
of the lived body and ultimately inautopoiesisof the living. Zlatev systematically pleads for a
sociocultural perspectiven embodiment, built on phenomenologieald hermeneutic bases. He
acknowledges the linking of ‘the bodily experienicghe wider world of culture’ (Zlatev 2009b: 155),
pointing out the important role of language in grdimg culture and the way culture, in turn, shapes
the body. In my view, this acknowledgement of thactional autonomy of language and its role in

human cognition represents a major advance irioal& the previous generation.

2.3 Some remarks on the first conceptual level (the source domain) for metaphor

One of the basic assumptions of CMT is the primcipf image-schema projection, from the pre-
conceptual level onto the conceptual level and iwithe conceptual level itself: from concrete to
abstract — metaphorical — concepts. Referring édfitist conceptual level — the source domain fer th
metaphor — one must remember how Lakoff (1987)n@sfthe appropriate concepts and categdries.
According to Lakoff (1987: 279), ‘basic-level anddge-schematic concepts are directly meaningful
concepts..., [having an] internal structufeThe conceptual content is meant to be formed hycta
mental image, characterizing the overall shapehefobject, and by ‘a schematic structure’ formed
from different image-schematic structures: e.g, ¢bncept of MAN ‘is structured as having an UP-
DOWN organization; it is structured as a contaihaving an INSIDE and an OUTSIDE’ (Lakoff
1987: 280). Lakoff acknowledges that these schensdtuctures do not exhaustively structure the
concept of MAN, even though he does not make cldwat else the conceptual content of MAN can
imply. He claims moreover that these concepts ayenbolic structures’ and that they can build
complex cognitive models structured by image sclserda argues that, for every concept, one finds a
corresponding category in any given domain of disse. Linguistic expressions get their meaning
either by ‘being associated directly’ with ‘ide&t cognitive models’ or by ‘having elements of the
idealized cognitive models’ (Lakoff 1987: 291).

Coseriu (2000 [1990]) heavily criticizgsototypes semanticén one of his lectures delivered in
Cluj-Napoca, Coseriu (1999) concludes that Lako@'S cannot avoid his objection to prototypes

semantics. In both cases, Coseriu criticizes thecipte of ‘inference of the gener&l’ showing that,

2 The concept of universe of discourse originates in logical semantics. Zlatev follows Sinha’s (2004) usage.

B The four levels of meaning embodiment proposed by Zlatev (2009b) and developed within an evolutionary
framework are biological, phenomenological, significational (sign-based), and extended embodiment.

' See also (Lakoff & Johnson 1999, De Oliveira & Bittencourt 2008).

B A few pages after stating that every concept has an internal structure, Lakoff writes (1987: 279) that ‘every
concept either has internal structure or it does not’. He calls the concept with no internal structure ‘primitive’
and the one with internal structure ‘complex’.

'® The discussion of ‘robin’ as the prototype of ‘bird’ is widely known. Coseriu argues that, in the case of the
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under closer scrutiny, prototype semantics is nogéo ‘“semantic” theory proper’; nor is it
‘cognitive’: it is, at best, a ‘semantics of thihgand the ‘cognitive dimension’ named by these
semanticists relates to ‘designated objects amidetinowledge related to things’ but not to ‘lingic
meaning’ or ‘knowledge of linguistic meaning’ (Cose2000 [1990]).

Two central characteristics of — mainstream — Clpo=e it to the same objections Coseriu
addresses to Lakoff. The first characteristic -0 @alscussed by Cuenca and Hilferty — concerns the
way ‘cognitive linguistics proposes a direct eqiewge between linguistic meaning and
conceptualization’ (Cuenca & Hilferty 1999: 185; rmgnslatiorY). The result is that, ‘as it happens
in conceptualization, it happens in the case dajdistic meaning as well: it cannot be understood
without being contextualized’ (Cuenca & Hilfertyd® 185; my translatidf). Taking their comment
as a starting point and extending Coseriu’'s maieation, 1 would claim that most of cognitive
linguistics ‘completely ignores... linguistic knowlgel represented by the meanings of a particular
language, and only considers their application @sighation, thus muddling up the linguistic
knowledge of meanings and the knowledge speakengfteehave of the objects (“things”, “events”,
etc.) in the external world’ (Coseriu 2000 [1994])."

The second characteristic relates to taking overptiototype semantics within the framework of
lexical semantid§ and other disciplines in CL. CL bases itself oa takoff approach to semantics,
and, therefore, states that linguistic meaningestered around a prototype: i.e., a central sense.
Unlike the Lakoff approach, CL distinguishes howetbe ‘intensional’ from the ‘extensional’ level of
linguistic meaning. Nevertheless, the problem géssh how the intensional level is characteriZed.

In the reminder of this section, | will refer witto distinction to both characteristics and present
my objection in three stepsFirst, it is known that, as an ‘usage-based’ agginato semantics (e.g.,
Geeraerts 1993, 1997, 2000, 2010) or grammar {Eaglor 1999), CL is mainly interested in the way
linguistic meaning is understood and how it vabesveen different contexts of discourse. CL views

the relation between conceptual content (‘conceptif extra-linguistic reality as the primary

supposed constitution of the prototype for ‘bird’ through ‘analogical extension’, ‘the prototype of “bird” must
already be “bird”, and not simply “robin”’, because ‘what is added per analogiam is not “something like a
robin” or “examples of a robin”, but another example of “bird”’. What matters ‘is not the extension from the
example “robin” [to “sparrow”, “swallow”, or “blackbird”], but the inclusion in the category (the “genus”, so to
speak) “bird”’ (Coseriu 2000 [1990]: 39). See also (Van der Gucht, Willems & De Cuypere 2007).

a4 linglistica cognitiva propone una equivalencia directa entre el significado y la conceptualizacion’.

18 ‘Ilgual que sucede con la conceptualizacion, el significado no se puede entender si se considera
descontextualizado’.

 see also (Rastier 1989).

%% For instance, Geeraerts_proposes (2000:85) a ‘distinction between two different levels of prototypicality’:
namely, between the semantic level, where prototypicality refers to the relation between ‘a lexical item and its
meaning’, and the referential one, where it refers to the relationship between ‘a lexical item in one of its
meanings and the referent corresponding to that meaning’. He intends that his two levels allow differentiating
between ‘the true meaning differences’ (which involve polysemy) and ‘referential specifications’ (which involve
vagueness). He uses prototype theory to explain ‘various forms of salience effects’ and pleads for ‘a typology of
salience phenomena’ within lexical semantics. (See also Geeraerts 1993, 2010.)

* For a detailed critique of CL’s approach, see (Willems 2011).

2 My strategy reprises, mutatis mutandis, Coseriu’s (1992a) critique of prototype semantics and its variants.
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consideration in explaining linguistic meaning. @onceives therefore the structural relations
especially in theireferentialdimensions and not strictly in their semantic iefa within the lexical
fields.

Second, overemphasis on the semantic variation bhgaistic item in language use (e.g.,
Geeraerts 1993, 2000, 2010; Taylor 1999, 2003;r1&l&vans 2001, 2003; Evans 2006) leads to an
improper overlap of the word’s meaning with its neentional uses® This way of doing things
shows that cognitive linguists understand semargitation as ‘gorerequisiteof the flexibility with
which they [linguistic items] are instantiated anfuage use, rather thanansequencef it’ (Van der
Guchtet al.2007: 737emphasis original

Third, if there is an equivalence between aspdotategorization and concepts — as CL supposes
— and if concepts are exclusively discriminatedhsjr referential relations, the logical consequeisc
that the concepts are meant to correspond to, @otstitute the linguistic meanings themselves
(signifiég (see e.g. Taylor 1999, Langacker 1987 this way, not only features pertaining to pre-
linguistic categorization but everything that bejerio contextual use and interpretation may become
semantically relevant. Violi (2000) questions tpissition and rightly points out that Geeraerts and
other cognitive linguists confuse categorizatioagasses with semantic ones. They reveal a tendency
to introduce psychological phenomenawhich may well have no semantic relevance at, atito
semantic$? Violi's argument is generally agreeable, with soamendments, to Coseriu’'s more
fundamental objection. Indeed, it is fair to sagttiCoseriu’s critique applies not only to Lakoff's
semantics but to all cognitive linguistics thatdaknto consideration only the contextual meanimdy a
for which linguistic knowledge reduces to ‘the krledge related to the things’'.

In spite of his critique of prototype semantics ainel Lakoff approach, Coseriu does not intend
that extra-linguistic knowledge should be excludiemn semantics. His concern is only that these
trends mistakdinguistic meanings Bedeutungenfor the things designateshd for the knowledge
related to them. He has pleaded for many yeara $keologicalinguistics (from Grskeuosthing’) —

but he understands it not 8achsemantiksemantics of things’) but asachbezogene Semaniik.,a

2 Analizying Tyler and Evans’ (2001, 2003) concept of polysemy, Van der Gucht writes that cognitive linguists’
reasoning ‘is circular and demonstrates nothing: first the meaning of the linguistic item is explicitly identified
with its readily apparent “polyvalence”..., then, in a second move, this demonstrable polyvalence —i.e., the fact
that one meaning (signifié) can take on various (theoretically: an infinite numbers of) senses when applied to
different referents — is declared to be, by fiat, the meaning (or meanings) of the linguistic item under
consideration)’ (Van der Gucht et al. 2007: 739).

** For a more detailed critique, see (Willems 2011).

% See also Van der Gucht’s ’ (Van der Gucht et al. 2007: 739) critique of the cognitive linguists’ strategy of
positing different psychological motivations to pick out different senses of a word.

*® Violi pleads for the replacement within lexical semantics of categorial prototypicality with semantic typicality.
Taking a ‘usage-based’ perspective, she assumes that meanings are ‘never completely context-free, but are
instead always indexed to some standard context of reference’ (2000: 113). Violi defines ‘the semantic typicality’
as ‘the habitual or regularity aspect of meaning’ (Violi 2000: 112). Although | do not take a position on this, |
believe that her most insightful contribution to semantics is in emphasizing and describing the regularity and
structure of the ‘standard context of reference’ against which is supposed to appear the semantic typicality. Her
ideas can be better valued in Coseriu’s theory of the contexts of speaking (see Section 3.1.)
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kind of semantics that is built upon — so dependent-the semantics of linguistic meaniagd not
separate from it. Kabatek raises the same objeeiamnst CL: ‘if one accepts that we structure the
world pre-linguistically, is then this structurinbe immediate foundation of linguistic structuring?
(Kabatek 2000: 201; my translatfén His position is that ‘we do not move from thingsvards
language or from théesignatatowards the linguistic meaning, but rather we fiimdjuistic signs,
which, as signs of a [linguistic] community, “areeady there”, related to things’ (Kabatek 2000120

my translatio®) — as ‘historical ways of speaking’.

3. FROM COGNITIVE FOUNDATIONS TO INTEGRAL SEMANTICS
3.1 The functional autonomy of language

Coseriu’s (2000 [1990], 1999) critique of the ficgtnceptual level of CS theory and Kabatek's well-
made point raise one of the most challenging probl® be solved at present. A common idea among
researchers in CLis that language (as well as any other form ohitamn in general) is grounded in
our embodiment. They suppose a contintagtween body, mind and language, with a straightiod
continuous movement from perception to languagke-anly variation consisting in the degrees of
abstractness involved in the process.

Consider the problem in the usual terms of embodimie linguistic meaning ‘disembodiedr
not? Except for those from the first generatioragnitive science, most cognitive researchers would
agree that linguistic meaning is embodied. As fail &now, there is only one study examining the
problem of disembodied meaning head on: (ZlatevOBDOZlatev considers the possibility of dis-
embodied meaning when he characterizes the relagbmeen meaning and embodiment at the level
he callsthe extended bodywith the ascent of language, and especially rexierepresentations such
as notions, pictures and diagrams, the role ohtlmean body here is relatively marginal. Thus, ie on
sense, one can argue that meaning at this levehteec “dis-embodied”. But we could also describe
this as a matter of “extended embodiment”.... We @¢ade the term “extended body” to stand for all
those modes of meaning and communication that tsatiscend the limits of human embodiment’
(Zlatev 2009b: 155)° | choose the opposite approach and argue fodigembodiectharacter of

linguistic meaning.

7 ‘Die Frage aber ist, ob wir die uns bekannte Welt vorsprachlich strukturieren und, wenn ja, ob diese
Strukturierung die unmittelbare Grundlage sprachlicher Struktur ist’.

%% “Wir kommen nicht von der Sachen zur Sprache oder vom Designat zum Semnificat, sondern finden der
sprachlichen Zeichen, die als Zeichen der Gemeinschaft sozusagen “schon da sind”, im Bezug auf die Sachen’.

? See e.g. (Lakoff 1987; Johnson 1987; Langacker 1987; Gibbs 2003; Taylor 1999, 2003; Geeraerts 1993, 1997,
2000, 2010; Tyler & Evans 2001, 2003).

* His position should be understood mainly as a rejection of the disembodied and abstract models of cognition
from the first generation of cognitive science. Zlatev’s notion of extended body suggests his affiliation to that
perspective in cognitive science that emphasizes the prominent role in cognition of the body (e.g., Gallagher
2005, Thompson 2007, Zahavi & Gallagher 2008) and embodiment — sometimes conceived in a radical manner:
see e.g. (Clark 1999).
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The proponents of embodiment theory, Lakoff andndoh, answer the question positively. So
Lakoff (1987: 286) explains that the concept of WWER is understood relative to a restaurant
scenario. Any linguistic expression gets its megnéither by ‘being associated directly’ with
‘idealized cognitive models’ or by ‘having elemewtsthe idealized cognitive models’ (Lakoff 1987:
291). Because the WAITER concept is structuredriaiéy by different image-schematic structures
illustrating the restaurant scenario, it is suppdbat experiential content is part of linguistieaning.
The CS view can be neatly summarized: if languadg i@flects cognitive thought processes and pre-
linguistic cognitive structures, then linguistic aming is embodied. Lakoff's position could be
characterized as a very strong version of embodinttereduces language to conceptual structures and
ignores any contribution of language to human diami

Is there any proper content of linguistic meaniyies the linguistic meaning of ‘waiter’ not
have a proper content separate from the contexaghliextra-linguistic restaurant scenario? Unlike
Lakoff, many scholars from CL acknowledge the pneseof an independent level of linguistic — or
semantic — representation (see Section 1.3). éttdiance, such a position is deceptive and caad |
one to presume that the CL school adopts a mucle mmderate view than Lakoff defends. The
evidence shows the opposite. Willems (2011) dematestin extensahat CL’s notion of linguistic
sign** is based on the same underlying premise of cadtfiftom sense perception to language as in
Lakoff's account and sees in this the cognitivguists’ main error. He concludes that their notwdn
‘semantic representation’ is completely falliblence it involves aspects that pertain to ‘general
encyclopaedic knowledge’ (involving ‘conceptualisat, ‘imagery’, or ‘construals’, and different
‘pragmatic aspects’) and not to ‘language-speaéimantic knowledge’. He points out that cognitive
linguists customarily see the linguistic sign ‘@rrs of the place where world knowledge is assediat
(“paired”) with a “linguistic form™ (Willems 2011:38). This highlights a misunderstanding of the
nature of the linguistic sign — a fallacy that seembe pervasive in CL. Most significantly, alese
facts undermine any attempt by CL to account fer liistorical and intersubjective dimensions of
language, so long as a proper notion of linguistieaning (‘semantic representation’or
‘concept’kignifié) is still missing.

Though the product of a different tradition of rass, Willems’ critique is partly compatible
with that initiated by researchers of ‘the mingeatn’ in CL: e.g. (Itkonen 2003, 2008; Zlatev 2007,
2008a, 2010; Sinha 1999; Sinha & Rodriguez 2008d&ta2007). These scholars systematically
demonstrate that embodiment theory is insufficientinguistic explanation and, especially, for any
embodied theory of language. With the emergencéhefthird generation of cognitive science, it
becomes clear that, despite the undeniable eftdrimany earlier researchers to link language to

embodiment, the necessary conceptual apparatusotodp a coherent account of language and

L Willems analyses the conception of Taylor (1999), and explains that Taylor’s view is shared by a considerable
number of cognitive linguists.
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cognition has been lacking. The source of the ffailesides in the foundational concepts of CL such
as image schema and embodiment.

In numerous articles, Itkonen and Zlatev argue caingly for a damaging denial of the role of
consciousness in CL — a denial that originateshi& tole given to the concept of ‘cognitive
unconscious’ in mainstream cognitive science (LBKoflohnson 1999). This notion remains in the
headlines of many accounts efmbodied cognitiorfe.g., Gallese & Lakoff 2005) despite all clear
evidences to the contratyltkonen and Zlatev argue that, even when the obleonsciousness is
acknowledged, it is misinterpreted: e.g., Iltkon@008) shows that Talmy (2000) wrongly relates
consciousness to introspection and identifies Istgu meaning with subjective, ‘private’,
psychological structures accessible to consciossti@®ugh introspection. This raises two major
problems. It shows little sensitivity toward thecisb or intersubjectivecharacter of language and
particularly toward the understanding of linguistitowledge as ‘common’, intersubjectively shared
knowledge. Even when the public character of lisjoimeaning is conceded, it is reduced to ‘the
production of sounds or written symbols’ (Chafe 4992, cited in Itkonen 2008: 17). Itkonen (2006)
demonstrates how this much repeated fallacy ischasea misunderstanding of what is logically
primary, ‘objective’ knowledge — i.esocial norms and conventions — versus what is secondary,
subjective, ‘individual’ knowledge — even thougle thocial norms are accessible only by means of
this fallible subjective knowledge. The fallacywidespread in Ct, both in experientialist accounts
(Lakoff 1987, Johnson 1987, Langacker 1991) andnimbodiment theory (Lakoff & Johnson 1999)
and stands as evidence for the lack of an adeauateept of intersubjectivity. Third generation
scholars (Itkonen 2008, 2009; Zlatev 2008a, 2000,12 Sonesson 2009) are consistent in stressing
that the reduction of common knowledge to individtgivate’ experiences — which are to be studied
through observation and introspection — leads $eladestructive tendency to naturalize the *human’
sciences: They argue that the ‘public vs. private’ dichotomyuld not properly be solved by the
conceptual tools of the earlier generation, becatigese tools were not compatible with a
phenomenological perspective (Zlatev 2010, Sonesx@®d, Harder 2007). Applied to human

sciences, the phenomenological perspettisiould necessary start out from those facts hatiag

32 |tkonen (2008, 2009) and Zlatev (2007, 2008a) provide at least three ‘conceptual’ arguments to demonstrate
‘the dependence of language on consciousness’. First, linguistic meanings are commonly shared contents
within a linguistic community, and this implies consciousness. Second, as common knowledge they are
accessed by ‘normative intuitions’ and thus involve the conscious knowledge of ‘rules of correctness’. Third,
judgements of correctness necessary imply a conscious subject.

** Another good example is the case of mental imagery, which is supposed to be conventionalized or shared.
Itkonen (2006) argues that ‘conventional mental image’ is a self-contradictory notion, because
‘conventionalized’ means socially shared. Thus, it is opposed to everything individual and psychologically
subjective (see also Zlatev 2010, Sinha 1999, Harder 2007).

* The essays on intersubjectivity in The Shared Mind: Perspectives on Intersubjectivity (Zlatev et al. 2008)
demonstrate the constant efforts to link intersubjectivity to other central concepts in cognitive science, such as
embodiment (e.g., Gallagher 2005; Zahavi 2003; Sonesson 2007, 2009) and language (ltkonen 2003, 2006,
2008, 2009; Zlatev 2007, 2008a, 2010; Sinha 1999; Sinha & Rodriguez 2008).

% For a defence of these sciences as hermeneutical sciences in CL, see (Itkonen 2003, 2008; Zlatev 2010, 2011).
3 .Or rather, ‘phenomenological method’: see (Sonesson 2009).
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character of evidence in consciousness when otextebn theni. With few exceptions, CL fails to
adopt a phenomenological perspective. Zlatev (2@8B86:438) writes that, although some aspects of
CL could be compatible with a phenomenological pective, one fundamental factor gets
overlooked: the problem of linguistic representat&nd, thus, thdinguistic sign The way these
notions have customarily been treated in CL makemtthe most challenging ones for an embodied
theory of language.

From the phenomenological and hermeneutical petispeaf third-generation cognitive science,
ZlateVv?® claims (2007, 2008a, 2010) that any comprehertsigery of language should start from the
essential properties of languagmnventionality representationality and conscious accessibility’
The conventionalityof language refers to the way linguistic meaninghared by all members of a
community who speak a given language. Languagedxial institution that exists ‘primarily between
people rather than (onlyvithin people’ (Zlatev 2007: 243emphasis original). If language
presupposes lexical meanings that are shared bgnenanity of speakers, and if the community know
how to use the rules for combining these meanitiggneans that language is accessible to
consciousness (Zlatev 2007; see also Zlatev 200&H]). As for representationality, Zlatev argues
(2007) that what CL most needs to explain the enmbet of language is a concept of (linguistic)
representatiorf® He offers his own concept of representation adationship between expression and
meaning (or content) on the one hand, and betwee@ssertive speech act and reality on the other. He
claims that the relationship between expression rmedning is similar to Saussure’s account of
‘signifier’ and ‘signified’, with the qualificationthat the meaning is considered ‘as conventional
context-generatontent (Zlatev 2007: 248). This concept is, he believén® only concept on the
strength of which the embodiment of language camX@ained. It is able to link language to the
sensorimotor roots of cognition (Zlatev 2005) asidhultaneously, account for the qualitatively new
and ontologically‘higher’ level of language (lkegami & Zlatev 2007rom the viewpoint of
cognitive semiotics, the concept of (mental) repnéstion is similar to that of a sign, described by
three major features. (1) A representation occliisinvan act of imagination, rather than percepftion
(2) The act of imagining implies a conscious subyelco is supposed to imagine a specific action or

event. (3) The conscious subject should be abtkfferentiate between aexpressiorand itscontent

¥ Applied to linguistics, the phenomenological method aims to provide ‘a careful analysis of what appears in
consciousness when we reflect on our knowledge and use of language’ (Zlatev 2010: 422).

*® In the remainder of this section, | will refer most to Zlatev’'s approach. He is one of the most outspoken
proponents of the new perspective, and he provides the most integrative attempt developed within the third-
generation framework. He grounds his research in, and corroborates it with, the previous works of
representative scholars in cognitive science (e.g., Itkonen 2003, 2008, 2009; Sonesson 2006, 2007, 2009; Zahavi
2001, 2003; Gallagher 2005; Gallagher & Brgsted-Sgrensen 2006; Gallagher & Zahavi 2008).

¥ Zlatev grounds his theory in linguistics in Itkonen’s ‘realistic’ stance (Borcila forthcoming).

0 Zlatev (2007, 2009a) notes the difficulties one may encounter in rehabilitating the concept of (mental)
representation. The second generation entirely rejected this concept, because its use in the first generation of
cognitive science led to versions of mentalism and disembodied cognition.

" As an act of imagination, its primary function is to re-present non-present actions or events, rather than to
reiterate the perception. Zlatev makes use of Piaget’s (1945) notion from developmental psychology of
‘symbolic function’, by which Piaget explains the emergence of symbols in early childhood.
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so that they neither overlap ‘in time or space’r ace they ‘perceived’ to beof different nature
(Sonesson 2007: 98mphasis originalsee also Zlatev 2009a).

| am in agreement with Zlatev, at least on theofeihg points. First, the emphasis on linguistic
activity as the activity of @onscioussubject and, thus, the redemption of human subjgctvithin
the field of human sciences represents a signifigdwance in CL over previous generations as veell a
a longstanding tradition in linguistics researclttimost likely originates in Nineteenth Century
positivism. Second, the systematic consideratiotheintersubjectivenature of linguistic meaning in
terms of shared or common knowledge is a breakgtrdoom the second-generation theoretical
framework, laying the foundations for a new scieatinguistics. Third, the acknowledgement of the
cognitivecharacter of linguistic meaning and, thus, the fional autonomyof language provides a
common ground between CL and other traditionsngfuistic research such as IS. In spite of all these
certain aspects of the approach remain in neethofication.

Although this third-generation research recognittess functional autonomy of language and
makes a clear distinction between pre-representdticognition and language, it also assumes that
language is partially embodied. It is not my intemtto deny this or its relevance. As said, thignon
stream’ within CL acknowledges language as ‘the nmaognitive revolution” in ontogenesis’
involving ‘one higher ontological level: that of mgensual social reality, mutual knowledge’ (Ikegami
& Zlatev 2007: 248). Basically, this agrees with position.

Yet, if one assumes that language is ‘the mainritog revolution” in ontogenesis’ and that it
introduces a ‘higher’,dntologically different’ level to the pre-representational onestill remains to
be explained how the transition from pre-refledinvghared mimetic schentaso the conventionality
of language occurs. More specifically, it is unclednat the content is that distinguishes the l@fel
protolanguag® from the immediately superior level. Although thgmbolic nature of language is
acknowledged through its ‘systematic’ and ‘convemdil/normative’ charactér it is disregarded in
the very moment that linguistic ‘symbols’ or semerbnventions are acquired in ontogeny.

The dilemma could be solved through a deeper eaitor of the representational character of
language. In my view, the crucial factor that mates the transition from pre-verbal mimetic schemas
to language is the breakthrough from the repreentd toward the symbolic dimensiaf the sign.
The transition to the ontologically ‘higher levelf language coincides with the acquisition of
symbolic representation, where the primary mempigsentations are repladegthe symbolic ones.

The emergence of this new, symbolic level presuppdise rearrangement of the world according to

* Zlatev defines mimetic schemas as ‘dynamic, concrete and pre-verbal representations, involving the body
image, which are accessible to consciousness, and pre-reflectively shared in a community’ (Zlatev 2005: 334;
emphasis original). He specifies that, although language is grounded in these mimetic schemas, they ‘do not
constitute linguistic meanings’, because, in opposition to language, mimetic schemas lack the conventionality
and systematicity of language.

* See (Zlatev 2008b, 2009a) for details of the mimesis ‘hierarchy’.

* The public and normative character of language presupposes release from individual representation with its
subjectivity.
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the clear-cut symbolic patterns of langu&g@é/ithin this new world structuring, the role of prerbal
representations, if any, becomes marginal. Theautimnality of language is not something that could
just be addetb one’s pre-verbal representations; rather, theesentations are reinterprefeom the
viewpoint of the emerging language categories. Inatsure if Zlatev would agree, but | believe that
this is the genuine sense in which one can speak‘gfialitatively new’ and ontologically ‘higher’
level of language. In any case, from the IS pertdpeche forms of pre-representational cognition a
no longer part of linguistic meaning profierinstead, they becomactive in contextualizing the

speech acts by means of which one refers to thielwor

3.2 On the cognitive nature of linguistic meaning

Beyond the above-mentioned problem, | agree withtexi (2007, 2010) that language has the
properties of representationality, conventionaliyyd accessibility to consciousness. In Coseriu’s
linguistic theory, these properties are re-inteigaten a dynamic/energetic perspective. Analogously
to Zlatev, Coseriu speaks of three essential —eiddprimary — universals of languageeativity,
semanticityandalterity (see Coseriu 1987 [1978], 2001hey aresine qua norto language.

Zlatev’'s representationality property correspormsCoseriu’s semanticity of language, both of
which refer to language’s cognitive dimension. Thest basic function of language is to signify the
world: that is, to transform the pre-verbalized Manto a ‘semantic’ one, a world one can represent
in the mind, think upon, and understand. This b&siction coincides with language’s finality: to
create semantic (or symbolic) entities in ortieistructure one’s experience in the worldwish to
emphasize Coseriu’s thesis of the ‘absolute pyiaitlanguage’ (see e.g. Coseriu 2001), because thi
Humboldtian thesis distinguishes IS among othertazaporary linguistic theories. CL assumes that
the world is structured either pre-conceptually cmnceptually and that pre-linguistic cognitive
structures ground linguistic meaning. Certainly,s@af® does not deny that the world may be
structured prior to language. However, in his vigle claim that pre-linguistic structures are the
bedrock of language is an avoidance of languagetitive character and, as such, a denial of
language’s functional autonomyCoseriu (1992b: 22) argues that, although thedvmiy indeed be
structured prior to language, this pre-verbal stnicg (Artikuliertheit der Welt cannot be known

independently of language: for anything to be knoiwmust transcend the individual mind and be

** See also (Coseriu 1992b).

a6 Meaning proper is the content of the historical level in Coseriu’s matrix and methodologically corresponds to
Saussure’s signifié. For further distinctions and its delimitation from designation and sense see (below, 2.3, and
De Cuypere 2008; also Van der Gucht et al. 2007, and Willems 2011).

Y The language’s ‘accessibility to consciousness’ is implicitly assumed in IS as the underlying property of
language.

*® See (Coseriu 1992b), Coseriu’s most important study in this respect.

* See also the critique of Van der Gucht and colleagues (2007), which demonstrate that this practice became a
commonplace today in cognitive sciences. The authors suggest that it is a consequence of the ‘embodiment
postulate’, which derives from a ‘deeper epistemological premise’, namely that ‘language mirrors underlying
conceptual structures, which in turn are determined by the typically human experiences of human beings vis-a-
vis extralinguistic reality’ (Van der Gucht et al. 2007: 750; emphasis added).
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objectified as known through the knowledge of amotl{See the discussion about the alterity of
language below.) Coseriu (e.g., 1988: 206) sometiuescribes this linguistic knowledge of the world
in Leibniz’'s (1684) terms: cognitio clara distincta inadequata’Coseriu holds that Leibniz’s
‘scientifically inappropriate knowledge’ is a foraf knowledge through intuition, sufficient for the
linguistic knowledge to be perceivable as objectkr®wledge. Concerning the representational
character of language, he emphasizes the symhudi¢he intuitivé® nature of linguistic categories.
In his view, the naive speaker does not use albstedegories in speaking, but rather depends on
linguistic intuitions. Viewed as activitye@érgeid'), this linguistic intuitionis meant to create a
unitary ‘image’ of both the object and its infinippssibilities (Coseriu 1972; see also Bar@D03,
forthcoming. Coseriu sometimes refers to such intuition asddt’s eidetic intuitiori’ (see e.g.
Coseriu 1967 [1954]), with the difference that Habs eidetic intuition is captured within histoaic
ways of speaking: i.e., within language. Thus, w/fkintuition language works as an image of the
world, aseidetic intuitionit is apprehension of the unity of thing and éfiitfinite possibility.

Zlatev's (2007, 2008a, 2009a) propertyaminventionality immanent to the social character of
language, roughly corresponds to Coseriu’s secaoivkersal:the alterity of language. For Coseriu,
this property is conceived from a dynamic perspectind, thus, signifies not only already shared
linguistic meaning (which corresponds to the histdly given’' viewpoint), but also, and foremost,
the creation of common historical meanings. In pthwrds, before people can share linguistic
meanings, they nedd createthem. This creation is a common achievement irailfying linguistic
meanings for botlegoandalter ego Coseriu summarizes the importance of the viewpairactivity
(enérgeid in language (1977/2001: 25): ‘it can be said thaguage asnérgeiais, in the same act,
both knowledge and... objectivation of this knowledge

The third language universaireativity, has a prominent role in Coseriu’s thngk indeed, it
should be conceived as logically primary, becatsepresents th@rimum moven®f the whole
linguistic activity?* IS understands the finality of language as immariensemantic creativity,
evoking the intention to create shared meaningsder to signify — or refer to — the world. Bokcil
(2003: 58) clarifies the consequences for lingaistience of this basic assumption about language’s

creative dimension: any determinist/causal explanabf the human cultural activities is ruled out,

> Coseriu appropriates the concept of intuition from Croce, who distinguishes between intuition and concept
(Coseriu 1972, 2003; see also 1988).

>! Coseriu has employed the concept of enérgeia since 1952 (Coseriu 1985 [1952]; see also 1988 [1979], 1985,
1988, which discuss the internal dynamics of and functional relationship between enérgeia, dynamis, and
ergon). For further readings on the importance of these concepts in epistemology of integral linguistics see (Di
Cesare 1988; Laplace 1994; Borcila 2002, 2003).

>? See also (Vilcu 2010). As far as | know, this is the first book to explore systematically the phenomenological
grounds of Coseriu’s thinking.

> On peut dire que le langage en tant qu’enérgeia est, dans une seul et méme acte, connaissance et en méme
temps fixation et objectivation du connu’.

> For Coseriu (1952/1985, 2001), creativity plays an essential role in the entire range of human cultural
activities, not only in linguistic activity. Among these activities, language is the foremost and the basis for all the
others.
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and the study of human cultural activities is acted for from the perspective of their inherent
finality and intentionality, not aside from theneésalso Section 3.3).

Coseriu’'s three essential universals of languagehieh, together, constitute the signifying
function of language — lead to a particular wayuoflerstanding the cognitive nature of linguistic
meaning. The cognitive character of language isrid®=d by its double dimension: on the one hand,
language mediates betweego — knowing subject — and world; on the other, |lawg mediates
betweenegoandalter ego— other subjects. This double dimension — somagttiiat is known is also
recognizedto be known — raises linguistic cognition to theeleof cognoscitiveactivity®, and so

distinguishes it from pre-representational cognitio

3.3 Three levels of linguistic content

Coseriu’s distinction of three levels of linguistaontent in his matri% is highly operational.
(Linguistic) meaning propes ranged on the historical level, as ‘the lingagty-given content in a
particular language, the particular form of the gioidities of designation in a given language’
(Coseriu 1985: xxx). Designation is ranged on théversal level, as the relationship of linguistic
meaning to ‘extralinguistic reality itself, be it state of affairs or the corresponding contents of
thought’ (Coseriu 1985: xxx). Sense is definedh&stext's content proper: ‘the particular linguisti
content which is expressed by means of designatidnmeaning, and which goes beyond designation
and meaning in a particular discourse, such agaksp's attitude, intention or assumption’ (Coseriu
1985: xxx).

This basic semantic distinction is not only usdfut requisite today, when so many perspectives
on linguistic meaning are confused by the lack elven as each claims to exhaust the phenomenon of
(linguistic) meaning or provide the best explanatior it. Coseriu’s matrix shows that these
seemingly conflicting perspectives on linguistic anmng propose, in fact, complementary
explanations and can be ranged on different lewelsis matrix, according to which aspects they
choose mostly to emphasize.

As | have shown in Sectidh3, mainstream CL mistakes (linguistic) meaningdesignation. To
make the distinction between meaning proper andyaason more palpable, consider the following
examplel am walkingwith my friend andl am eatingwith the spoonCoseriu (1988) argues that the
relationship between designation and meaning prigpasymmetrical. The meaning with is the
same in both statements, but the designation therelifferent The distinction is established already
in the definition of meaning proper, as ‘the paitée form of the possibilities of designation iigiaen
language’. Meaning proper is puwirtuality (see Section 2.2), with neither concrete nor Platon

existence outside the act of designation (Kaba®&lOR Unlike Saussure&ignifié Coseriu’s meaning

>> The term was first used by Martinez del Castillo (2003) in relation to Coseriu’s IS, for the same reason | use it
here: to express the double dimension of language’s cognitive nature.
*® The matrix is described extensively in (Coseriu 1985, 1988; see also Zlatev 2011).
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proper has a unitary, ‘positive’ contenteinheitliche Bedeutung rot just differential meaning or
value. Laplace (1994: 129) correctly notes thatdbecept ofeinheitliche Bedeutungllows Coseriu
to distinguish linguistic meaning within a hist@iclanguage $prachbedeutungr einheitliche
Bedeutun) from contextual meaningReédebedeutung Linguistic meaning within a historical
language signifies the same thing in all contextspeakingwith will always have the meaning ‘und
X ist dabei®”. In contrast, contextual meaning signifies aceuydo the linguistic or extra-linguistic
context in which it appears: e.¢he instrumentthe person who accompanies, étch a distinction
allows discriminating what is linguistic proper ffinothat which pertains to specific contexts of
speaking.

The distinction between meaning proper and its ecdntl variants is necessary from another
perspective. As | have shown (Section 1.3), conteary linguistics has a clear tendency to confuse
meaning proper with its contextual variants anddasider the additional, contextual features of a
word as linguistic meaning proper. Coseriu considbis unjustified: the contextual variants present
per definitionenmmore features than meaning proper; for this reatbmy simply cannot be confused
(Coseriu 2000 [1990], 1992&)He pinpoints the confusion as one of the majoblems in analytical
semantics and argues that CL maintains the sarkeofadistinction. As regards the famous example
‘(to) climb’, this distinction helps to solve, vegasily, the controversial problem posed by Fille'®r
example. Coseriu shows that the linguistic meawinglimb’ implies neither downward nor upward
movement, but solely movement ‘on a vertical ofiired plane’ (Coseriu 2000 [1990]: 28). Likewise,
‘clambering’ does not imply ‘by means of hands dedt or paws’, etc., but only ‘by means of
extremities’. In this way, ‘(to) climb’ allows theame linguistic meaning to apply to very different
kinds of beings — plants, people, animals — anddeel metaphorically as well (Coseriu 1990: 256; see

also Taylor 1999 for a defense of the cognitivecti.

4. METAPHORICAL MEANING AND ELOCUTIONAL KNOWLEDGE

4.1 The knowledge of things

It is not my intention to present all the leveldariguage and all the contents of Coseriu’s matiive
level where CL and IS cross their paths and are tbéxplain metaphorical meaning is the universal

one; therefore, | will consider this level alone.

>’ See (Coseriu 1988: 84).

*8 ‘For structural semantics, the “meaning” that is realised in a particular use, in an act of designation, is never
the signification as such — the intralinguistic semantic entity — but always a particular variant of that entity (just
like the actually realised speech sound is not the phoneme itself, but a variant). And a variant offers, by
definition, more features than the corresponding functional entity. Moreover, structural semantics aims at
delimiting the functional entity on the level of the language system, i.e., on the only level where the functional
entities constitute a structure of idiomatic units, proper to a particular language. On the other hand, structural
semantics also account for the fact that language is not only a “system”, but also encompasses a level of
normal language use. On the latter level, a particular variants turns out to be, in certain contexts, the “normal”
variants, so that it constitutes an “invariant” of normal language use’ (Coseriu 2000 [1990]: 28).
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As Laplace rightfully notes, the universal levelpsor (not historically, but conceptually) to the
emergence of different historical languages’ (Lepld994: 109; my translatiih The facts one
speaks of on this level are not yet the syntacttt grammatical norms of historical language. Rather
they pertain to the semantic-referential level afiguage. The universal level constitutes ‘a stage
where the difference between language and histddaoguage is still not required’ (Laplace 1994:
108, my translatiof?). The study of competence know-howon this level comprises, on the one
hand, what Coseriu terntee grammar of enunciationhat is, the study of ‘the speciffanctionsof

' and ‘its specificinstruments which can be both linguistic and

the speakingkat’ evépyeav'®
extralinguistic’ (Coseriu 1967 [1956]: 290; my tedatiori?). On the other, it comprises a general
theory of elocutional knowledge (Coseriu 1988)ttisathe study of aspects of linguistic knowledge
of the world that do not belong to a particulartdrigal language. Coseriu distinguishes between (1)
knowledge of things, as the permanent frame ofeefse for speech acts; (2) knowledge of principles
of thought used by speakers to discriminate or gudgtuitively the ‘congruence’ (or
‘appropriateness’) of someone’s speaking; and I{@) dapacity for interpreting particular language
functions.

In what follows, | refer only to Coseriu’s concept knowledge of things, to argue for the
possibility of integrating developments from cogratscience at this level: in particular, Johnson’s
(1987) notion obackgroundand Sonesson’s hierarchical model of things withelifeworld (2001).

What does this knowledge of the world mean for @a8eCoseriu defines it as the implicit
background of speaking: ‘our ordinary experiencéhm world’ is ‘the [presupposed] background of
our speaking’ (Coseriu 1988: 101). Coseriu drawsnup considerable number of ‘disputed’ facts to
circumscribe his concept. For exanipléo understand such a simple statementgan to go to the
mountains next weekne must make use of one’s knowledge of how thargually are in the world.
One takes for granted that there is a next week, tthe sun will rise tomorrow, that another day
follows after tomorrow, and that the mountains wibntinue to exist. What is presupposed by one’s
speech acts is the fact that the things are thee sssnone has experienced them before. These
assumptions provide a background, a horizon fofsoeepectations about the way the world is and
about the stable, normal way of things being inwoeld (Coseriu 1988: 102). Take another example:
he boiled the piandrhis sentence violates one’s usual representatbthings as well as the way one
normally behaves: one does not normally boil piaogpiano is for playing, not for other purposes
such as eating or burning. The naive speaker jutigesentence as incongruémone’s knowledge of
the world. Knowledge of things presupposes thatlmase from previous, non-verbalized experience,

an intuitive understanding of how the things aréh@world, what kind of behaviour is appropriaie t

> ‘Antérieur (non pas historiquement mais conceptuellement) a I’émergence des différentes langues’.
% ‘A un stade ou la différence entre langage et langue ne s’'impose pas encore’.

1 /Las funciones especificas del hablar kat’ evépyeav’.

62 sus posibles instrumentos, que tanto pueden ser verbales como extraverbales’.

® These examples are adapted from (Coseriu 1988).
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each kind of things, and which are their essemtiaperties. Coseriu’s concept of knowledge of the
world is clearly symmetrical to Lakoff and Turnefs989) hierarchical model dhe Great Chain of
Being (which constitutes the ‘basic metaphor’ underlyorginary language). The difference is that
Lakoff and Turner's model comprises an ascendrae of kinds of beings, defined by their esséntia
properties and behaviour, presupposing a moreuted but also more constraining notion than what
Coseriu means by knowledge of the wdbseriu 1988: 99; see also Boi003).

Using examples, Coseriu argues that people knowthimgs are because, as human beings, they
are ‘beings in the world’. This world is not the rlgbof natural sciences but thigeworld: a world of
lived experiences shared with other human beings.déseriu, knowledge of the world is far from
disembodied — making clear to which kind of realitg definition of designation refers. It et the
objective world presupposed by objectivist refaadntheories; his linguistic conception of it istram
attempt to plug into the objectively real world. tRer, it is constituted by one’s lived and felt
experiences as a being in the world: to put it §mip is Husserl’s ‘lifeworld’. As Sonesson (2001)
argues, this lifeworld is far from being the wodtinatural sciences. He demonstrates that thiseis
world of common sense, the world to which one hasmost direct access. ‘The common sense world
could be populated with strange phenomena suchwasdimensional objects™ (Sonesson 2001: 30).
In similar manner, Coseriu argues that even thet fiamsiliar sentence such #se sun sets dowis
based on one’s naive experience of the world. Qislyothe naive speaker’'s knowledge should not be
confused with that of the scientist. Nobody woudject the naive speaker’s expression, countering
that it is not the sun that revolves around thetEdut the opposite (Coseriu 1988).

For Coseriu (1988: 96), every historical languags restrictions concerning knowledge of the
world, even as those restrictions do not pertairrules of an historical language but to general
knowledge of the world. Consider the exampb@k! A woman with legsCoseriu (1988: 102) writes
that this statement is not incorrect as regard«koawledge of English; indeed, such constructiaes a
possible in any language. Rather, the statemdntdgruentwith one’s knowledge of thinggvery
speaker judges such sentences intuitively as imoengywith implicit reference to what one takes for
granted in one’s knowledge of the world. Naive &pes normally do not emphasize what they
previously have taken for granted. We know thataaman usually has legs; it is not necessary to
specify so when speaking. A statement like the abmve would be the normal way of speaking in a
world where women have no legs. In such a worldioman with legs would be an exception; the
specification ‘with legs’ would signal the existenof a new, different kind of woman. In other wqrds
what is part of one’s knowledge of the world shouisually, remain non-thematic. In the example, the
non-thematic element has been emphasized and bebematic. As a result, an incongruence took
place. Sonesson (2001) writes of the lifeworld (2085): ‘I discovered that it was necessary to
suppose this world to be furnished in a particmey, notably containing hierarchies ascribing
relative “values” to things’. He goes on (2001: 94)describe the lifeworlés the ‘presupposed

background of all ordinary sign processes’ and emashhow both thematic and non-thematic
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background elements are activated within those gigoesses. One should ask whether thematic and
non-thematic background elements function in themesavay in sign processes and language.
Sonnesson’s development of Husserl's concept efbfld within hisecological semioti¢$ could
provide a noteworthy contribution to metaphor tlyeon the universal level of language, at least in
respect to the basic model of lifeworld hierarchywer things’, ‘higher things’, and ‘ultra-things’

Coseriu’s knowledge of the world is not essentiailyompatible with Johnson’s (1987) notion of
background, if one disregards that notion’s indidlistic bias; see Section 1.2. Johnson defines
background as interwoven networks, laden with irmaieematic structure. His notion relies on a
more basic notion of image schema as an intuitivesonscious, and non-propositional ‘recurrent
pattern, shape, or regularityi and of our experience in the world. The featiwat makes the image
schemas play a crucial role in the background nédvi® that they ‘are never context-free — they
depend upon a large background of shared scheonagdacities, practices, and knowledge’ (Johnson
1987: 30).

The concept of image schema is controversial inymaspects and has been critically questioned
in e.g. (Hampe 2005). In spite of all its shortcogd, the image schema’s’ character of constituting
‘interwoven networks’ is an avenue to explore. Bohnson, image-schematic networks form an
ontological background in the mind: the backgroisdot the objective world anymore but rather its
projection in our minds. This may, indeed, représanreal advance in describing background

knowledge in terms close to Coseriu’s notion ofwiealge of the world

4.2 Metaphorical incongruence and the context of culture

It is time to return to conceptual metaphor. | gjghat, by understanding conceptual metaphor as
pertaining to a mental space prior to the signgysemantic space of language, CS fails to explain
why metaphorical speaking exists. It is true thiging this kind of ‘metaphorics of the mind’ (Gibbs
1994) and the functional principle of mapping oojpcting from source to target domain, one could
handle descriptivelata concerning basic mental operations. The ifl@aetaphor as projection, and
the explanation of how that projection from soutcdarget domain works are certainly substantial
advances in metaphorology. Further, these findiaugs relevant for describing the operations of
metaphorical designation — but only if they areiiptetedwithin a semantic conception of metaphor,
able to explain metaphorical creativity. What remsainexplained in the CS account is ‘the intention’
or ‘the finality’ of such meaning creation. CS faib explain the very premise from which it starts:
namely, the way metaphorical speaking is rootedome’s mode of relating to the world and

understanding it. As Bordil (2003) argues, CMT’s shortcoming lies in cognitigemanticists’

* The notion of ecological semiotics originates in James Gibson’s ecological, environmental physics. Within the
framework of his phenomenological semiotics, Sonesson reinterprets Gibson’s original insights to account for ‘a
science of “the natural world”’, where nature ‘as we experience it is not identical to the one known to physics,
but is culturally constructed’ (Sonesson 2001: 96).

% see also (Zlatev 2011). Zlatev redefines image schemas as ‘principles of thought’, pertaining to the universal
level in Coseriu’s matrix.
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subordination of the language function to the otilksged “cognitive” processes of the human mind.
From an IS perspective, there is no cognitive tealf metaphor outside language: the metaphor
cannot be conceived as content of thought indeperfdem the primordial linguistic structuring of
experience. Rather than pertaining to a pre-verealm of thought, metaphor creates verbal
expression and mental content simultaneously irwa designational entity or ‘perceptual aspect'.
Coseriu argues that the same kind of semanticieitgas involved in both metaphor and language.
The only difference is that metaphorical creativitpresents the maximal form of semantic creativity
Unlike CS, the integral paradigm regains the intento create new designative metaphorical contents
within the signifying function of language itseBdrcila 2003).

| subscribe to Borcils argument that, in the context of contemporariergdic research,
Coseriu’s IS provides the most solid foundationdeweloping a viable theory of metaphor. As early
as 1952, Coseriu writes (1985 [1952]: 80, 97, nandtation, see also BorziR003): ‘linguistic
knowledge is oftenmetaphorical knowledg® and metaphorical knowledge is rooted from the
beginning in the ‘initial denomination of what is be known’ (‘the cognoscible®}. Coseriu’s early
attempts to elaborate an integral theory of languagesaw the need for ‘the scientific foundatidn o
metaphorology as [a] core field in the linguistimsspeaking (Borcila 2003: 55; my translatiGh
emphasis originalsee also Willems 2003: 4et, Coseriu never developed an extensive theory of
metaphor. Except for the 1952 study, where onesfimaly the theoretical foundations for a theory of
metaphor in everyday speaking, Coseriu never sydteatly discussed the topic of metaphor. Further
developments of the integral theory of metaphorevthus necessary. In recent years, much work on
this has been done within the ‘integralist’ studdesgram in Cluj-Napoca. This work accepts the idea
of trans-domain projection — or mapping — of ‘imgigéut reinterprets it as occurring between two
linguistic contents. It sees the main contribution of CSeasatibing the mechanism of metaphorical
designation. Take the exampthis woman is a cowl'o categorize a new aspect of experience in the
speech act, two experiential domains — of ‘womamd af ‘cow’ — are brought together. The new
aspect pertaining to the target domain — ‘womacarnot be categorized in the source domain ‘cow’.
A designational incongruence occurs. Once the ngved of experience is analogized within the
image-schematic structure of the source domain "cthe incongruence in designation is suspended
in favour of a new, reinforced congruence.

The image from the source domain is not part ofwloed’s meaning proper but part of the
background knowledge one acquires through prewioperience. If one looks closer at this (shared)
image, one notices that it is not a universal devB8ome communities of speakers would associate the
image with one’snsensitivity, others with something sacred. Everttee image becomes a thematic
background element, it brings forward a plethoraas$umptions shared within any given cultural

community. The sociocultural perspective in CStlagitely argues that experience is a matter of

66 - S . .
El conocimiento linguistico es muchas veces un conocimiento metaférico’.

67 . R .
‘Denominacién inicial de lo conocible’.

68 . TR .. . . s e e P
‘Intemeierea stiintifica a metaforologiei ca domeniu central al lingvisticii vorbirii'.
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permanent interaction with and within a culturalridoCoseriu also proposed (Coseriu 1967 [1956]) a
comprehensive theory of contexts, arguing thatyespeech act activates contexts in which the speech
act is being produced. The contexts of speakingtdate its permanent frame of reference (see also
Coseriu 1981). Knowledge of things is only one loé tontexts Coseriu identifies — the one that
corresponds to the extra-verbal context of spealkiigyconcept oEontext of speakindivides into (1)
idiomatic, (2) verbal, and (3) extra-verbal congexExtra-verbal contexts further divide into (a)
physic, (b) empiric, (c) natural, (d) practical) féstorical, and (f) cultural ones. Tloaltural context
comprises the cultural tradition of either a comityaf speakers or all of humanity. Coseriu inclside
here mythology as well as traditional scientificdditerary works (Coseriu 1967 [1956], 1981). Ifeon
takes into account discoveries of researchers mitié sociocultural perspective in cognitive sc&nc
one must accept that the cultural context of spegid not just one extra-verbal context among ather
but rather the underlying context for all the rsste also Coseriu 2000a, 2000b).

4.3 Creativity and metaphor

Apart from the cognitive aspect of the theory, LlEkoCMT has difficulty explaining the creative
dimension of metaphor: in particular, the creattbmew ‘target entities’. In the afterword to the second
edition of Metaphors We Live B{2003 [1980]), Lakoff and Johnson summarize thegmss in the
development of CMT since its first presentationl®B80. They recognize that neither the functional
principle of mapping across conceptual domains ther principle of projection explain the creative
aspect involved in the creation of new designatarget entities. For this reason, they offer a new
explanation: a neural theory of metaphor basedherdiea of ‘primary experiences’ — which are ndyral
grounded and stored in the pre-linguistic mentalcep of one’s cognitive unconscious (Lakoff &
Johnson 1999). Recent developments in CMT culmimatadopting a ‘naturalistic’ approach to
metaphoi(see Zlatev 2011 for a critique).

These explanations seem to me self-defeating, bedhey leave no possibility for explaining the
creative nature of metaphors.

CMT fails to account for the creativity of metapliwreveryday language for at least two reasons.
The first concerns the embedding of conceptual phetawithin one’s ordinary conceptual system
under the guise of well-known conventional metapkfoone looks carefully at the initial formulation
of the theory — specifically, at the functionalrmiple of mapping across conceptual domains — one
observes thamutatis mutandi€S tacitly adheres to Saussure’s claim for thenacy of the system:
‘metaphors as linguistic expressions are possitdeigely because there are metaphors in a person’s
conceptual system’ (Lakoff & Johnson 2003 [1980Q): i is this view of metaphor as pre-given in
one’s conceptual system that prevents cognitiveaséimsts from seeing the creative aspect of
metaphor. My quarrel with CMT lies in its assumptf the conceptual system’s precedence. Lakoff
and Johnson’s initial intention was to explain tway one conceptualizes experience through

metaphor; they assumed a kind of designationalgssocThey failed to achieve their aim because their
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research focused mainly on such aspects as thewbowality and systematicity of metaphor, not on
their emergence as such.

Specifically, Lakoff and Johnson (2003 [1980]: 252k conceptual metaphors as ‘mappings in
the mathematical sense’ presupposing a connedteatesiness of the two domains, where the source
entity and the target share the relevant imagersahe structure. So the TIME IS MONEY metaphor
allows inference patterns from the source domairN¥® to be used as a resource in reasoning about
the target domain TIME. This says little about grejection from source to targat a procesgsee
Zlatev 2011 for a relevant discussion). Lakoff datinson treat such conceptual metaphors statically
by placing them in what they have called the ondineonceptual system in line with ‘the given
system’ model — in Coseriu’s words, conceiving mpbtas aergon notenérgeia We can conclude
that the theory is unable to capture metaphoricstovity in actusbecause conceptual metaphors are
seen as independent, pre-existing entitigglation tothe activity of speaking.

The second reason CMT fails to explain the creatiseension of metaphor is reflected in Lakoff
and Johnson’s 1999 formulation of metaphor as heim@nomenon — later refined (Lakoff 2008) as
‘neural circuit’. Borcik (2003: 59; my translati6f) notices that ‘cognitive semantics’ attempt to...
seek after an “explanation” of metaphor beyond ithaginative activities’ involved in primordial
linguistic cognition, along with the attempt tousite metaphor ‘within a distinct pre-verbal spate o
“primary experiences” attests ‘a profound misursiending of the fundamental creative nature of
language’ agnérgeia The main error of CS, made most clear by thermteersion of CMT (Lakoff
& Johnson 1999, Lakoff 2008), lies in reducing i linguistic cognitive creativity to a
‘conditioning factor’, namely to ‘primary experieg& (Borcik 2003: 59) or, most recently, to ‘neural
circuits’.

Coseriu’s portrayal of the signifying function @niguage as ‘intuitive creation signifiés (or,
simply, his understanding of languageeagrgeid and the relation between his conceptsmérgeia
dynamis,andergon are the least assimilated and least understoodndiions of his thought within
contemporary linguistic research, particularly witiCL. At the same time, the principle of creatvit
— defined by the first concept of his crucial triadprovides the best explanatory principle for the
activity of speaking as a free cognitive activilty.the particular case of CS, understanding languag
(and metaphor) asnérgeiahelps one avoid reducing creativity to somethihgt tis not creative

anymore: e.g., some biological basis or (primarpesience (Borcil 2003).

5. CONCLUSIONS

The idea of mapping image-schematic structures faosource to a target domain, with the aim to

express abstract concepts in terms of concretes plearly delineated ones, remains valuable. Qoseri

69 . ere s Ly v . . . FPTION e e uger s . . A .

‘Tentatia cognitivistd de... a cduta o “explicatie” a metaforei vorbirii in afara activitatii imaginative (in spatiul
“experientelor primare”) tradeaza, in ultima instanta, aceeasi profunda neintelegere a naturii fundamental
creatoare a limbajului’.
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(1985 [1952]) argues that metaphorical knowledgenmwvledge ‘byimages”™ In company with CS,
he asserts that, with metaphor, ‘we face oursekitsthe human being’s attempts to classify reality
not through some categories of reason, but ratherugh images and in the presence of some
established analogies, not formally between wdrdsyather between “visions” that would have been
aroused at a specific sequence of time in someamne&ive imagination’ (Coseriu 1985 [1952]): 95,
my translatior').

Coseriu’s main idea is that all language, at afls, is creative (see Section 2.3); but the lavel
which creativityin actuscan best be studied is the universal one. They sifithis creativityin actus
is the preferred theme of speaking at the univdesadl, because ‘the creative capacity’ does not
belong to ‘cultural, ethnic or linguistic differee&’; rather, it reveals ‘a certain universal uraty
human imagination’ (Coseriu 1985 [1952]: 80, myngiatiori?). Metaphorical creation in language —
conceived in a deeper and broader sense than #teridal! — is the privileged dimension for
exploring linguistic cognitive creativity.

| propose that IS could add more value to the aenieents of CS by describing the mechanism
of metaphorical designation: in other words, by estigating the operations of ‘the mutual

determination of universals’.
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Napoca, directed by M. Borcild. Borcild distinguishes three semantic levels of speaking: the level of linguistic
signification, the representational level, and the perceptual-skeological one. The latter is where the ideas from
CS concerning image schemas and directly emergent image-schematic concepts are integrated. Image-
schematic concepts structured within CS as conceptual metaphors are reinterpreted as pertaining to the
representational level. Johnson’s (1987) concept of image schema helps specify that the image involved at the
perceptual-skeologic level is not a rich image of a particular object; rather, it has a gestalt structure that
organizes perceptions of the world into coherent unified wholes of experience. Putting to one side his
individualistic bias, one can say that Johnson assumes a Kantian position in stating that image schemas are
supposed to exist only in the mind. They are neither psychological phenomena whose role is to organize mental
representations into meaningful units nor structures within the cognitive unconscious (Lakoff & Johnson 1999)
nor neural circuits (Dodge & Lakoff 2005, Lakoff 2008). Johnson’s notion of image schema seems compatible
with a phenomenological account and with the IS framework.

' ‘Nos encontramos frente a intentos de clasificar la realidad, ya no mediante categorias de la razén sino
mediante imagenes, y frente a analogias establecidas, no desde un punto de visto estrictamente formal, entre
vocablos, sino poéticamente, entre “visiones”, que deben haber surgido, en cierto momento particular, de la
fantasia creadora de alguien’.

72 'E| conocimiento linguistico es (...) un conocimiento mediante imdgenes, las cuales, ademas, se orientan tan a
menudo en el mismo sentido que nos hacen pensar seriamente en cierta unidad universal de la fantasia
humana, por encima de las diferencias idiomaticas, étnicas o culturales’.



INTEGRAL SEMANTICS AND CONCEPTUAL METAPHOR | 133

them. My research visits at Lund University haverbearried out with the support from several
institutions (the Romanian Academy, the Royal Seledicademy of Letters, History and Antiquities,
and the ‘Eugen Lozovan’ Foundation — Copenhagemitom | want to render my thanks. Finally, |

thank the two anonymous reviewers for their comsentan earlier version of this article.
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From Cognitive Linguistics to Social Science: Thirty

Years after Metaphors We Live By

In the thirty years since the appearance of Metaphors We Live By, cognitive linguistics has developed into a
flourishing autonomous branch of inquiry. Interdisciplinary contacts, however, have largely been restricted
to literary studies and the cognitive sciences and hardly extended towards the social sciences. This is the
more surprising as, in 1970s anthropology, metaphor was seen as a key notion for the study of symbolism
more generally. This contribution explores the cognitive linguistic view of social and cultural factors.
Lakoff and Johnson appear ambivalent regarding the relation between culture and cognition; but they
share the belief, elaborated in detail by Gibbs and Turner (2002), that cultural factors can be accounted for
in terms of cognitive processes. This view runs into both methodological and philosophical difficulties.
Methodologically, it assumes that cultural factors can be reduced to cognitive processes; philosophically, it
boils down to a Cartesian emphasis on inner experience explaining outer phenomena. There are
substantial anti-Cartesian strains both in contemporary philosophy and in a major current of Eighteenth-
Century philosophy. The latter, in particular, emphasized the importance of embodiment and metaphor in
cognition. As an alternative, I will sketch a more consistently semiotic- and practice-oriented approach
that proceeds from linguistic practices to cognitive processes rather than the other way around. It takes
practices as irreducibly public and normative; on this approach, so-called linguistic ideologies (Silverstein
1979) play a constitutive role in both linguistic practice and language structure. This alternative builds on
recent developments in linguistic anthropology and the work of Peirce and Bakhtin. It suggests a different
look at the relation between cognition, language, and social practice from that suggested in cognitive
linguistics.

1. INTRODUCTION

The 1980 appearance of George Lakoff and Mark dwiisdMetaphors We Live Byhenceforth

MWLB) marks the beginnings of cognitive linguisticsiegearch paradigm that has seen tremendous

growth over the past three decades. Charactewstihis paradigm is a fruitful interdisciplinary

cooperation with — among others — departmentstefaliure and cognitive science. Yet, there is a

remarkable one-sidedness to this interdisciplinbBlgssoming: one sees little if any substantial

exchange or collaboration between cognitive lintigsand the social sciences.

This lack of contact is all the more surprisingiaghe late 1970s, metaphor appeared to become

the master trope of symbolic and cognitive anthlaga thus, in 1974, James Fernandez argued that

metaphor is the key figure — or master trope -yaoil®lic anthropology. However, by the early 1990s

— in a volume significantly entitleBeyond MetaphofFernandez 1991) — he suggests that the study of

Address for correspondence: Oude Turfmarkt 141, 1012 GC Amsterdam. Email:
M.M.Leezenberg@uva.nl.
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tropes should look beyond this particular figurad dater research in anthropology seems to have
shifted even further away from the study of metaphgarticular and tropes in general.

In this paper, | try to explain why this once-preing line of interdisciplinary research was not
pursued more ardently, or with more lasting sugcasghe following decades. | do so, first, by
discussing methodological considerations on thative priority of cultural and cognitive factors in
MWLB and several of Lakoff and Johnson’s later workswall as more recent studies by Ray Gibbs
and Mark Turner. Next, | supplement these methagloéd considerations with a more strictly
philosophical argument that is both systematic laistbrical in character. The systematic point &t th
there are serious philosophical challenges to thkimately Cartesian — picture assumed by cogaitiv
semanticists. The historical point is that, in Véestphilosophy, theres a tradition that takes both
figurative language and the impact of social pcastion cognition seriously; strangely, Lakoff and

Johnson pass over this tradition in silence.

2. COGNITION AND CULTURE: METHODOLOGICAL ASSUMPTIONS

Culture does not loom large MWLB. This should be no cause for surprise, given thphasis on
cognitive processes implicitly assumed to be usiakerThe concept of culture plays no major
explanatory role in Lakoff and Johnson’s theoréticemework: culture is not a supporting member of
the theoretical architecture of cognitive linguisti Yet, here and elsewhere, Lakoff and Johnson
present — or rather, presume — a substantial nofi@ulture. It is worthwhile to tease out theseitta
assumptions and see how they relate to socialiff@@atiscussions.

First, they tend to relegate cultural variatiorthie status of a mere surface phenomenon that has
no important influence on cognitive processes. Hairt brief remarks on metaphor and cultural
coherenceNIWLB Ch. 5), they appear to argue that, despite tHerdifit values attached to MORE-
LESS, UP-DOWN, and other orientations, both thecdarptial base and the metaphorical processes
involved are cross-culturally identical: ‘the majorientations up-down, in-out etc.... seem to cut
across all cultures, but which concepts are ortemtrich way and which orientations are most
important vary from culture to culture’ (1980: 2#Ithough the experiential base is the same, these
different orientations may be evaluated differentyt all the metaphorical projections are based on
the same cognitive processes. Put differently: oalgih the content of particular orientational
metaphors and valuations of up-down, left-right,eteay vary across cultures, teucture of the
metaphorical mappings with which spatial experiemegys onto more abstract domains is universal.

Second, Lakoff and Johnson assume that culturestepim terms of shared conceptualizations
and shared norms and values. They speak repeatettlg conceptual metaphors of ‘our culture’ and
‘our society’ (e.g., 1980: 22) without specifyingvh either is delimited: American, Anglosaxon,

Western, or what? Are they bounded by languagey other factors?
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These conceptions do not change in later writifigpsls, inWomen, Fire, and Dangerous Things
(1987; henceforttWFDT), Lakoff does not develop or qualify his conceptiof culture as shared.
Neither does he clearly analyze, distinguish, ontiast the cultural and natural aspects of the dvorl
within which individual organisms function. As astidt, his chapter on relativism displays a profound
ambivalence between seeing culture as merely esipes- ultimately universal — deeper cognitive
realities and seeing it as actually shaping or e@rstituting thought. Likewise, in (2001), he nipst
talks about culture in terms of romantic and orgehinotions of shared traditions, norms, and \&alue
thus, he sweepingly characterizes ‘Islamic cultainvolving ‘values’ radically different from ‘ou
culture. This claim is not only factually wrong,tbeonceptually problematic: here and elsewhere in
his writings, Lakoff uncritically reproduces a ronti@ and ahistorical notion of culture as timelassd
anonymous, involving shared norms and values. tlifiire’ concept can be called communitarian,
insofar as it presumes cultural communities asrgiviehe question for social scientists to answer,
however, is precisely how such communities aretede@and how they either sustain themselves or are
transformed? A related question is, who can legitety claim to represent a culture or determine
which conceptions and values are shared by — on eeastitutive of — that community? In his
discussions of conceptual and cultural relativisakoff appears to presume the domains of language,
thought, and culture as three distinct entitiese Shparation of these domains, however, requires a
substantial process of purification that is relaljvrecent and by no means uncontested (Bauman &
Briggs 2003: Ch. 8). The very conception of cultpresumed by Lakoff and Johnson as self-evident
or unproblematic is surprisingly recent: the terafture did not get its currently widespread meaning
until around 1800.

Thus, the ‘culture concept’ assumed in cognitiveyliistics appears to be thoroughly romantic
and communitarian. However, perhaps one shoul@h&labour the problems with and shortcomings in
Lakoff and Johnson’s views; but rather, more cartsively, ask how cognitive-linguistic approaches
could be extended or modified to accommodate a rsophisticated view of the complexities of
human culture and society: more specifically, toamemodate the findings of social sciences. Gibbs
(1999) offers a brief, programmatic attempt andneur(2002) a more detailed argument in this
direction. Let us consider both in turn.

Gibbs acknowledges that cognition arises from adgon between embodied mind and a cultural
— not just physical — world. He argues that cogaifinguistics should be extended to accommodate
these cultural aspects; but he stops short of digatvie more radical conclusion that cultural fastor
interacting with embodied cognition, may be at igmstly constitutiveof the latter. Of course, such a
view would lead to radical questioning of the idefa‘basic-level concepts’ as not only a non-
metaphorical foundation for cognition, but direathganingful and intrinsically intentionadf( Lakoff
1987: 267). This view runs afoul of the crucial relpably irreducible — cultural component in such
allegedly basic-level concepts as CHAIR and MOTHERairs are obviously cultural artefacts, and

mothers are not simply biologically given, but — an important extent — socially constituted.
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Motherhood, like kinship relations more generaithyolves a distinct social role and a distinct abci
status that may vary widely across cultures. Likekaship relations, it is cultural as much as
biological. The assumption that these biologicahatisions are prior is both theory-driven and
debateable, not self-evidently true.

Mark Turner (2002) attempts to present cognitimguistics as a foundational auxiliary science
for the social sciences, giving a cognitive twist Clifford Geertz's interpretive approach to
anthropology — which already heavily employs comgepnd methods from literary theory and
philosophy, in particular semiotics and hermenautitchoing Max Weber, Geertz argues that human
behaviour is a form of symbolic action; the antlmlogist’s or sociologist’'s task is to explicate the
social meanings of the symbols involved. To mentboe famous example, the Balinese cockfights
explored by Geertz (1973) tell something deep aBailinhese culture. The violent cockfight functions
as a peaceful — indeed playful — enactment ofniegbr hostilities between kin groups and villages
even, on a broader stage, between the islandslichighJava.

Turner argues that these cultural meanings arergiueby the basic cognitive operation of what
he callsblending Social science ‘looks at meanings all the timg, riot at the problem of meaning’
(2002: 10): that is, it presumes the existence edimng as an explanatory entity, rather than ekmgor
how it comes about as a feature — or result — oplgés biological, cultural, and social makeupisit
here that cognitive linguistics can help, he claiassit sets out to account for meanings as thétrels
basic mental — hence, biologically endowed — opmrat He identifies blending, rather than the earli
notions of conceptual metaphor and conceptual magppas the central and universal process
generating the meanings involved in social action.

Much of Turner's book reads like a cognitivist glasn Geertz’s interpretive approach to social
science. It attempts to account for the socialrdifie preoccupation with questions of meaning and
culture in terms of a cognitive-scientific preocatipn with mind and brain, and meaning in terms of
conceptual metaphors, idealized cognitive modelappimgs, and blendings. It explains cultural
particularity and historical specificity in term$ @ ‘mental ability that is permanent, indispensabl
and apparently universal to human beings’ (2002: B0 doing so, however, Turner risks wholly
reducingsocial action to underlying biological and memiebcesses. As | will show, there are good
philosophical as well as methodological reasonesist this reduction. Apart from the question how
much these allegedly universal operations and H#eget concepts are, in part, culturally shaped or
constituted, this reduction leaves unanswered thestipn whether and how cultural practices —
inherently public and normative — can be explaibgd and reduced to, mental processes that are
purely causal and private. The problems with remly@ublic to private and normative to causal are of
both a philosophical and logical nature.

One can take such a practice-theoretical persgeatwno more than a methodological choice that
may, or may not, lead to new insights. It need lmotread as making any substantive claim about

human cognition. So the question is whether thisgextive leads merely to new insights, or to
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empirically more plausible incorporation of cultufactors into a cognitive account. As | noted adov
authors within a cognitive paradigm start with tineer’, from which they try to extend or extraptda

to the outer, cultural world (see e.g. Gibbs 19¥3e might just as well proceed in the opposite
direction, taking linguistic and other public priaes as constitutive of mental structures, notatier
way around. In taking such a ‘practice turn’ comigg language use, one need not commit oneself to
any substantial philosophical or psychologicalrogiabout the character of human thought. Viewing
the line of inquiry as no more than a methodoldgai#@ice, one may explore the questions and
insights it leads to. The idea that linguistic piGes may be constitutive of cognitive processesikh

be distinguished, of course, from the ‘objectivisiew that metaphor is a purely linguistic
phenomenon with no cognitive import — even thoughlatter claim, like the former, seems to elevate
the level of linguistic expression above that ofmitive processes. A practice-theoretical apprazeh
well accommodate the idea that social practicesd; hence, cognitive processes — are embddied.
Likewise — perhaps most importantly — the practioe in the social sciences rejects the idea of
cultures as scripts to be enacted. This leadsmora realistic and empirically informed view of how
culture functions.

More substantial arguments may be raised againgtsGand Turner, however. Both — indeed,
cognitive linguistics in general — appear to shtheepresumption that meanings are primarily private
mental entities and only secondarily — or deriw&tiv social or public phenomena. This presumption
has come under increasing attack from Twentiethtu®grphilosophers; it is surprising, to say the

least, that Lakoff and Johnson nowhere addresslmezhof criticism.

3. LAKOFF AND JOHNSON’S CARTESIAN FOUNDATIONALISM

| propose having a closer look at some of the syatie philosophical considerations concerning a
cognitive account of metaphor. Previous authorelabjected to the way Lakoff repeatedly resorts to
straw-man arguments in discussing earlier philoggpltheories of metaphor; but that is not my main
concern. Neither am | concerned with the overlyegugg opposition that Lakoff and Johnson create
between an ‘objectivism’ that allegedly believesimobjective reality and objectively given measing
— meanings that can be characterized without apjgeaimbodied human cognition or conceptual
metaphor — and a romantic ‘subjectivism’ that adldly treats inner embodied experience as purely
individual, subjective, and unconstrainddWLB chapters 25-28). My focus will rather be on the
relationship between Lakoff and Johnson’s approamth some of the most forceful anti-Cartesian
arguments in Twentieth-Century philosophy.

Despite the so-called ‘linguistic turn’ in Twentie€entury analytic — and, in a rather different

way, Continental — philosophy, for a long time Amw@axon philosophers had little to say about

! Although the point is not made very emphatically in Philosophical Investigations, one can construe the later
Wittgenstein as arguing that language games are not only public but also embodied practices.
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metaphor. It was not until the 1960s that analiiticaained philosophers like Max Black, Monroe
Beardsley, and H.P. Grice started taking metaploiowssly. Analytic or ‘objectivist’ philosophy
tended to reject metaphor as mere stylistic enselient with no cognitive import. At least as
problematic is the analytic tendency to relegatéapteor to the domain of language use rather than
linguistic meaning — as was done by Searle, Gaoe, Davidson in particuldrln MWLB and later
works, Lakoff and Johnson focus on the formalististin analytic philosophy and its offshoots in
formal semantics, as represented by e.g. QuineidOaswis, Saul Kripke, and Richard Montague.
Despite their often one-sided and exaggerated ti@psc— on occasion, downright caricatures — of
these authors, Lakoff and Johnson's criticism o&inhey call ‘objectivist’ semantics — in particyla
the tacit assumption among many analytical philosop that literal meaning is unproblematically
given —is largely justified.

However, another strain in analytic philosophy aghbmore relevant and more threatening to the
entire cognitive-linguistic undertaking. This itimore informal, anti-Cartesian current that exydai
language and knowledge in terms of public or so@edctices, represented by e.g. the later
Wittgenstein and by ‘ordinary language’ philosoplity.rejects the classical empiricist claim that
abstract conceptual knowledge rests on — and caadueed to — purely non-conceptual, direct causal
interaction with the world through the organs ofgeption, but also attacks the rationalist, Caatesi
form of ‘foundationalism’. Consideration of Lako#nd Johnson’s arguments suggests that their
cognitive paradigm remains bound to the main teaéts and so runs into the same problems as —
Cartesian foundationalist epistemology.

The question is less whether cognitive linguisikcgnore Cartesian rationalist or Locke-style
empiricist in character and more how far Lakoff addhnson reproduce the foundationalist
assumptions inherent in both approaches: foundaigim in both its rationalist and empiricist guise
has come under increasing attack in Twentieth-Cemthilosophy. Of course, the most famous attack
on any Cartesian reduction of public language osprivate mental states is Ludwig Wittgenstein'’s
discussion of mental states as explanations fguisiic meanings: in particular, the private-langgia
argument irPhilosophical Investigation€l 953: §139-202). Meanwhile, the empiricist asstiompthat
conceptualized knowledge states — inherently nommabecause they involve correct or incorrect
beliefs, propositions, and states — can be redtmqulrely causal interaction with the world finds
forceful criticism in (Sellars 1956). Taken togethé/ittgenstein’s and Sellars’ claims amount to the
suggestion that linguistic practice is irreduciplyblic and normative; it cannot be explained by, or
reduced to, mental states, which are inherentlytaheprivate, and causal. Instead, the order of
explanation should be reversed.

Discussion of the private language argument — ality other philosophical challenges to

Cartesian epistemology — is strangely absent niyt som MWLB but also from later works like

2 See (Leezenberg 2001), especially sections 2.2#ndor an extensive criticism of this attempt.
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WFDT andPhilosophy in the Flesfl1999; henceforttPIF). Even Lakoff and Johnson’s discussion of
analytic philosophy inPIF (Ch. 21) focuses on Quine’s alleged belief in sorld made up,
objectively, of entities, including the natural 881 (1999: 451), along with Kripke's causal theofy
reference and Montague grammar. Quite apart fronetlen they represent these approaches
adequately, their neglect of Wittgenstein’s disaus®f language games and rule-following as public
practice, and their neglect of his private-languaggiment — highly relevant to their Cartesian geoj

— is startling. This is all the more surprising ggivthat Wittgenstein's private language argument,
especially as interpreted by Saul Kripke, became @inthe most hotly debated topics in analytical
philosophy of the 1980s and '90s.

Equally surprising is Lakoff's one-sided reading(Btithnam 1981): Lakoff uses Putnam’s famous
model-theoretic argument in Chapter Two as a dtickeat all forms of model-theoretic semantics
(WFDT, Ch. 15), but he completely ignores Putnam’'s (198221) summary dismissal of human
intentionality as a means of fixing reference —retl@ugh that is precisely what Lakoff's assumption
of ‘directly meaningful embodied experience’ amaurib. In other words, the very line of
epistemological argument that Lakoff employs agaiobjectivist semantics threatens his own
embodied realism. The underlying reason is not barfihd. Lakoff and Johnson’s experientialism —
what they later call ‘embodied realism’ — accouotsmatters of knowledge in terms of an individual
mind confronting the outside world, based on adugi Cartesianism that runs into all kinds of
sceptical problems. Although they give a phenonagiohl twist to their Cartesian program — one that
supplements or replaces Descartes’ emphasis ofat¢héty of reason with an inquiry into embodied
non- or pre-rational experience (what more darirenéh philosophers have called ‘the unthought’) —
they remain within a Cartesian framework insofathesy account for cognition in terms of individual,
inner mental processes rather than public and rtoreniinguistic practices.

Criticism of this Cartesian ‘objectivism’ — if thi the right term — is not new. Indeed, the gdnera
thrust of recent analytical philosophy has beemdat language use as holistic, public, and irreaiyc
normative practice: that is where things stoodhwsy late 1970s, and where they still stand today. Of
course, Cartesian rationalism has also been egticby the phenomenological tradition. NWVLB
and again irPIF, Lakoff and Johnson acknowledge Merleau-Ponty -arid a lesser extent — John
Dewey as precursors to their own embodied realtsm;they do not explicate this ancestry in any
detail. Meanwhile, the subsequent practical turesgmeyond the phenomenological project, which — at
least in Merleau-Ponty’s formulation — remains withroadly Cartesian confines.

In short, Lakoff and Johnson’s ultimately Cartesiapproach to metaphor and embodied
cognition places them much more in an outdated g&ao philosophical tradition than they realize.
Despite their wholesale rejection of the ‘Westehilgsophical tradition’ for being objectivist, they
take insufficient distance from it: their positi@nd its subsequent elaborations are recognizably
Cartesian, treating cognition as a confrontatiotwben individual mind/brain and outside world — a

world, moreover, that is primarily physical andurat and only secondarily social and cultural. In
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attempting to reduce all conceptual and normatiwvestjons of knowledge and its justification to a
level of non-conceptual, embodied experience ofswausal interaction with the outside world,
cognitive linguistics appears to rely on what hasrbcalled a foundationalist epistemoldgy.

I will argue that an alternative account emphagizine embodied and originally figurative
character of human language usage was alreadyableiin the Eighteenth Century. The Western
philosophical tradition is not so monolithicallyjebtivist as Lakoff and Johnson’s sweeping — dare |

say Heideggerian? — characterization suggests.

4. METAPHOR IN THE HISTORY OF PHILOSOPHY: EMBODIMENT IN THE
ENLIGHTENMENT

Lakoff and Johnson’s line of argument is very msbtlaped by romantic oppositions such as those
between reasoned and felt, subjective and objedtiver and outer. IMWLB chapters 25-29, they
claim to transcend the distinction between an dijem informed by Enlightenment rationalism,
scientificity, and objective validity on the onenthand an unconstrained Romantic subjectivism that
rejects objective science in favour of purely indial, subjective, irrational experience on theeoth
They present experientialism — what they elsewlsafe‘embodied realism’ — as a means of going
beyond both; yet their positive valuation of metwpland their rejection of scientific objectivism
remain very much in the tradition of a Romanticctem against Enlightenment rationalism.

However, an anti-Cartesian view emerged withinrl&@ightenment thought that emphasized the
importance of public language, metaphor, and enmbedi — against a widely held stereotype,
Enlightenment thought is neither uniformly ratiasehor objectivist. This tradition was eclipsed by
later philosophical developments: most notably,@hmergence of Kant, Hegel, and German idealism;
but, in its time, it enjoyed widespread influenea gopularity. Most importantly for my purposes, it
rejected Descartes’ individualist and mentalisoratlism and Locke’s view of human languages as at
best an imperfect approximation to or expressiompurie, correct thought. Locke rejects figurative
language for the same reason he rejects rhetonie gemerally: both work on the passions rather than
reason. He famously concludes his discussion oft lukacalls the rhetorical abuse of words thus:
‘eloquence, like the fair Sex, has too prevailingaBties in it, to suffer it self ever to be spoken
against. And ‘tis in vain to find fault with thogets of Deceiving, wherein Men find pleasure to be
Deceived’ (1975 [1689]: 508).

In the early Eighteenth Century, an alternativewimerged of both language in general and
tropes in particular. It saw poetry as the origiral primitive, form of language; emphasized the

embodied character of this primitive poetic langjagnd hence made metaphor, along with other

3 Undoubtedly, the first systematic critique of foundationalism was (Sellars 1956), with its unrelenting attack on
the so-called ‘Myth of the Given’. It was restated and elaborated forcefully by the likes of Donald Davidson
(1984 [1973]) and Richard Rorty (1979). As formulated by Lakoff, cognitive linguistics appears vulnerable to
criticism along the lines of Davidson’s famous rejection of conceptual schemes.
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poetic figures, crucial to the development of laanggl and thought. Its most famous representative is
Giambattista Vico who, in hiScienza nuovgl744), famously argues that primitive nationsagpand
think fundamentally differently from advanced, tdage societies; they speak and think in terms of
what he calls ‘poetic characters’. To the moderndnthese are poetic metaphors and other figures of
speech; but, for the most ancient nations, theyewlee natural — indeed, the only possible — way to
express themselves. This poetic speech reflectiajiveely different ways of thought: ancient naii
Vico argues, think in terms of imaginative univéssather than abstract concepts.

In the literature, Vico is usually — but mistakerlyictured as a lone genius standing outside the
Cartesian mainstream of Western European philosaph¥nlightenment thought. In fact, anti-
Cartesianism was widespread across Europe. Thuss Rarsleff argues (2006: 451) that * the tenor
of eighteenth-century philosophy was anti-Carteséand the primary vehicle of this reaction was the
philosophy of language’. Surprisingly, he does distuss Vico’s rejection of Cartesianism; but, in
truth, this omission shows that, during this peritite critique of Cartesian mentalism and of the
rejection of language as mere distraction from istodtion of adequate knowledge was widespread
indeed. Historically, the most widely influentiaf the anti-Cartesian critics was undoubtedly Jean-
Jacques Rousseau, who briefly describes (1755ptiigen of language in quasi-poetic expression
involving metaphorical projections. That said, @bly the more important author spreading — if not
initiating — this conception of ‘primitive’ languagas poetic was Etienne Bonnot de Condillac, whose
1746 Essai sur I' origine des connaissances humaidhlough largely forgotten today — exercised
tremendous influence in the Eighteenth Century.sTitushaped the ideas of Johann Gottfried Herder
— most importantly his early essay on the originasiguage and his later works on the oral poetical
traditions of primitive, generally illiterate pe@gl. It is impossible, Condillac argues, to separatsic
and poetry from the most ancient forms of langu2§91 [1746]: 139), adding that ‘if prosody at the
origin of languages was close to chant, then... thle svas a virtual painting, adopting all sorts of
metaphors’ (2001: 150). Only at a later stage enddvelopment of language does eloquence turn into
ornament and poetry into art. All abstract terms fgurative in origin (2001: 164-165): a line of
thinking close to — but probably developed indeelg from — Vico's.

At first blush, all this might well seem to antiaie the main tenets of cognitive linguistics.
However, Condillac’'s argument differs on two crligaints: not only does he argue that figurative
names of complex ideas are created before thosenple ideas (2001: 167), he also argues that the
social practice of language use shapes mental opesarather than the other way around. ‘Social
intercourse gives occasion to change the naturabk dnto signs... and these signs are the first
principles of the development and progress of therations of the mind’ (quoted by Aarsleff 2006:
463). Public language use is, itself, constituttfehought. Condillac’sEssaiis often seen as little

more than a French-language abbreviation of Locks'say Concerning Human Understandirhg
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fact, it expresses quite different doctrines comicgy the role of language in thought and of metapho
and other figures in communicatidn.

The arguments pursued by Condillac, Vico, and ethraake it possible to see cognition as
mediated — if not constituted — by the use of syisjbmetaphor plays a crucial role in this process o
linguistically mediated and practically constitutegignition. They represent a historically signifita
philosophical tradition suggesting that public w§danguage is constitutive of inner mental thought

rather tharvice versa

5. COGNITIVE MODELS AND LINGUISTIC IDEOLOGIES

Of course, this leaves open what a practice-basedriented account of metaphorical mappings and
cognitive models emphasizing public practice ouwdvgbe representation would look like. | have no
space to provide such an account in any detail) kil venture a few initial remarks. First, it rau
treat categorization and literal meaning as vayidinked to particular literate and oral practicés.
identifies writing as one factor significantly cdbtiting to the stabilization of literal word meags
through a process of codification in dictionariesl avorks of grammar. It focuses on education as a
crucial variable in cognition, suggesting that $fied&inds of learning — e.g., modern education as
opposed to oral transmission of knowledge or moaeitional forms of education based on rote
learning — will have differential cognitive effects

Second, it should open up cognitive analyses fastjons of social authority and power. The
successful fixing of literal word meanings in dictaries — along with the reproduction of linguistic
practices in and through education — presuppodesgi@mate linguistic and cognitive authority. At
present, this entire thematic of power in the ditdigurative distinction is virtually unexplored.

Third, it should give central place to linguistieplogies: i.e., folk models about what words are
and how they function in the social world — mudtelivhat Lakoff callxognitive modelsHowever,
there is an important analytical difference: lirgjig ideologies are public rather than private
representations; they are primarily linguistic etthan cognitive entities; they are not only cultiy
specific but generally indicative of class, statasd power. They have also an important — if not
irreducible — indexical dimension.

The crucial insight is that metaphor does not gahelinvolve decontextualized conceptual
mapping but is context dependent. In recent y@aose attention has come to be devoted to metaphor
as a discourse phenomenon — argued for, alongr rdifffierent lines, in both philosophy (Leezenberg
2001: 217-239) and applied linguistics (Cameron &dbmnan 20065’. The Romantic reappraisal of

* For more details, see Aarsleff's introduction te thanslation of th&ssaj especially pages xv-xvii.

® For more detailed discussion of linguistic idedésgand their importance to explanation of lingaipractice,
see e.g. (Bauman & Briggs 2003: Ch. 1, Hanks 1896:10).

® | make a few preliminary explorations of the rofdinguistic ideologies in metaphor — and, moreeyally, the
role of metalinguistics — in (Leezenberg 2008) eesly pages 18-21.
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metaphor presupposes a separationpumification, of the domain of literal language as fact: a
purification not achieved until the SeventeenthtGgn(Bauman & Briggs 2003: Ch. 2).

Lakoff has claimed (1993) that Michael Reddy aptiteéd cognitive science. Reddy himself
believes that what he calls the ‘conduit’ metaphdhe idea of language as a vehicle for expressing
and transporting thought — is not a mental modelabpublic ideology: a linguistic feature of Englis
in its function as its own metalanguage, commentingts own status and functioning (1993 [1979]:
165-166); he argues against mentalist-cognitiveragahes to language like Lakoff and Johnson’s.
The conduit metaphor should be seen as linguisigology rather than cognitive model. Reddy
emphasizes its public and contested character:esstrhis raising the ‘question to what extent
language can influence thought processes’ (1998). IHeddy argues for virtually the opposite of
what Lakoff takes him to say: he discusses the &t influence of language on cognition rather
than the linguistic realization of conceptual stames assumed to be universal and explanatoryisHis
a normative approach; he argues that the view mjuage as a vehicle for the expression and
transmission of thoughts is misleading. Strangefkoff and Johnson nowhere address how far their
cognitive approach — which, at the very least, appéo presume aspects of the conduit metaphor —
rests on a potentially misleading framing of larggias merely derivative of thought.

One final question to raise is why the study ofapbbr — and, perhaps, tropes more generally —
disappeared so suddenly from anthropology. | havgaod answer; but this disappearance seems to
have happened in conjunction with the gradual selipf cognitive and symbolic approaches. Like
symbolic anthropology, the cognitive linguistic adigm takes cultures as systems of knowledge or as
scripts or texts to be executed or implementeded®nt years, cognitive and symbolic approaches in
anthropology have largely been sidelined by whag omght call a ‘practical turn’. Nowadays,
anthropologists study embodied public practicdsearathan embodied private mental processes.

The key development may have been the gradual emesgof linguistic anthropology during the
1980s and ‘90s. This sub-discipline, distinguishitsglf both from social and cultural anthropology
and from linguistics, is of a semiotic rather themgnitive orientation, inspired less by Weber's
interpretive social science, which crucially inf@thGeertz’s approach to anthropology, than by early
non-structuralist authors like C.S. Peirce and MikBakhtin writing on signs and linguistic praeic
Within this framework, more attention tends to Ipeeg to societal questions of language use, power
relations, and public ideologies rather than lisgai structure, conceptual relations, and mental
models. Questions of linguistic and conceptual cstme fade into the background in favour of
guestions of what language users do — and belienegualifying linguistic items or speech genres as
e.g. poetical or metaphorical. These questionstgoirthe considerable — historically and culturally
variable — amount of work that must be done to waes or purify, such apparently self-evident

domains and categories as those of language, eutte literal’, ‘the poetical’, etc.
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6. CONCLUSION

Despite cognitive linguistics’ unmistakeable susess its cognitive conception of culture remains
unsatisfactory, resting on implicit, outdated Rotarassumptions rather than any empirically
informed, theoretically sophisticated account ofwheulture is produced, sustained, and contested.
One way to begin to remedy this might be to exteoghitive linguistic conceptions to the sphere of
cultural practices, as Gibbs and Turner have atespbut this does not resolve the underlying
conceptual problems. It also rests on a kind dirapology that is largely outdated. In many respect
Lakoff and Johnson have a thoroughly Romantic cotme of metaphor. In other respects, however,
their account of cognition as embodied and exp#gakrests on an assumed Cartesian picture, which
still takes cognitive processes to be explainabléeims of individual — ultimately private — bodily
experience, rather than public — and possibly enelgod practice.

Another solution is to explore the relation betweegnition and culture the other way around:
i.e., to explore questions of cognitive processeb@nceptual mappings via a more properly semiotic
approach that takes human cognition as mediatédet partly constituted — by use of symbols. Such
an approach that focuses on linguistic practicederstood as inherently public, normative, and
power-saturated, can be taken either as a sulatattilosophical claim or as no more than a
methodological choice. Its claim that public langeaise is constitutive of private mental statelserat
than the other way around should not be mistakethi ‘objectivist’ view that metaphor is merely a
linguistic device without cognitive import. It has venerable philosophical pedigree, traceable not
only to Twentieth-Century philosophers like Wittgégin and social theorists like Bourdieu and
Foucault, but also to earlier thinkers like Vicar@illac, and Herder.

Of course, the big open question is whether — &@nslp, to what extent — metaphor remains
relevant for linguistic anthropology and other sb@ciences; and, conversely, whether the social
sciences after the practical turn still have amghinteresting to say about metaphor or conceptual
organization in general. One would hope for an @&nsw the affirmative; but, if so, at this stage it

would express a wish rather than a conviction.
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CMT and the 'Work' of Metaphor

I propose to show that, in their Conceptual Metaphor Theory (CMT), Lakoff and his collaborators do
not offer a new account of metaphor but rather a wide-ranging representation of analogies, reconstructed
on the basis of selected linguistic material (primarily collocations and idioms). Consequently, CMT is
valuable not as an explanation of metaphorical language in use, nor a hypothesis about the genesis and
development of concepts in individual minds, but primarily as a way to represent the results of
unexplored social processes of lexicalization involving metaphor. If one adopts a more 'ecological',
situated perspective, this global, post hoc approach may perhaps provide useful material to speculate on the
forces that drive meaning extension in history.

Keywords: conceptual metaphor, analogy, concept formation, blending, linguistic mentalism, stereotype,
primacy of metaphor.

1. INTRODUCTION

As Black points out (1962: 28-29), “metaphor” idamse word, at best, and we must beware of
attributing to it stricter rules of usage than artually found in practice'. Black's point concems
specific issue: differentiation of similar metapsion discourse; but it may well be extended to any
phenomena that go by this name. Whenever one waszsy something specific about the nature of
metaphor, one should try to keep in mind the falige of entities labeled 'metaphorical' and place
one's view within this wider horizon (see Sectiorfob a sketch of this range). Black's advice is
especially pertinent when one undertakes to defia@phor in a way that is strikingly different from
standard usage and, at the same time, aims tautmroke the whole field of metaphor research,sas i
the case with Lakoff and Johnson's proposal. lmseémperative then to relate their claims to
traditional attempts that probe metaphor from déffe sides. | believe that Lakoff — trepiritus
movensof the whole enterprisewho has repeatedly underlined its importance —ndidpay enough

attention to this necessary aspect of metaphorarese possibly because he was convinced of

! Lakoff's further cooperation with Johnson centred on their philosophical position called 'experientialism' or
'embodied realism' (Lakoff & Johnson 1999, 2002). Regarding metaphor — before veering towards a neuronal
account (Lakoff 2008a: 17-38), which is outside the remit of this paper, Lakoff cooperated with e.g. Kévecses
(Lakoff 1987a — the case study of 'anger'; cf. Kovecses 1986, 1988, 1990), Brugman (Lakoff 1987a — the case
study of 'over'), and Turner (Lakoff & Turner 1989).

Address for correspondence: 32-003 Podieze 552, Poland; andrzej.pawelec@uj.edu.pl.
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discovering an empirical way to explore the phermone a stance not uncommon in sciehtre this
paper, | would like to fill the gap — so far as ogmpetence allows — and find a place within thklfie
for Lakoff's view on metaphor, in the process maipteting his description of the project and its
findings. | will focus on the cognitive importanoé metaphor, as this aspect plays a central role in
Lakoff's account. If my approach is adversarigblates, | submit that it is motivated not only oy a
intention to dispel the rhetoric surrounding CMTt lalso to give due recognition to Lakoff and his
collaborators' legitimate achievements.

From the start, the new approach to metaphor st fiirmulated by Lakoff and Johnson in 1980
and subsequently developed as Conceptual Metapheory or CMT (Lakoff 1987, 1993) — was
presented not only as an empirical breakthrougthéndomain of metaphor research, but also as a
revolutionary account of meaning, potentially tfan®ing numerous disciplines. The latter claim was
substantiated in several book-length accounts; é€Jghnson 1987, 1993; Lakoff 1996; Lakoff &
Johnson 1999; Lakoff & Niez 2001); but, to the best of my knowledge, it has evoked any
significant response in the fields meant to be diemned: ethics, social theory, philosophy,
mathematics. The former claim, on the contrary,been greeted with great enthusiasm and inspired a
veritable flood of publications (for referencese $gibbs 1994, 2008; Gibbs & Steen 1999). | believe
that both claims are wildly exaggerated. | willtriackle here CMT's theory of meaning, which
invites direct comparison to the 'embodied' corioept of Merleau-Ponty and other hermeneutic
phenomenologists(see McLure 1990, 1993 for critiques of this Kjndvly aim is to show that, if
CMT is valid, it is valid in a different way tharrgposed by Lakoff and Johnson: it may offer a
summary representation of a social history of listyo articulation involving metaphor. Against the
background of traditional metaphor research, | Woillk for a defensible interpretation of what | eak
to be — at the level of foundational assumptioas -exercise in mentalist rhetoric.

| start my discussion with a description of how pineject initiated byMetaphors We Live Byay
be seen either as deeply ambiguous or as catesirapposing expectations: a fact that probably

doubled its impact. In Section Three, | argue tiat project isnot based on empirical discovery

2 The only extended discussion of traditional views may be found in (Lakoff & Turner 1989: 110-136).
Unfortunately, it takes the form of a critique of what are, from CMT’s perspective, 'mistakes'.

®An open invitation to place Lakoff and Johnson's work in this context may be found in Philosophy in the Flesh,
where they seem to suggest that they are continuing Merleau-Ponty's work (Lakoff & Johnson 1999: xi). Since
they proposed from the start to revise 'central assumptions in the Western philosophical tradition' (Lakoff &
Johnson 1980: x) by relying on the notion of embodiment (e.g., Johnson 1987), such a comparison seems
necessary. A general critique of this kind may be found, in Polish, in (Pawelec 2005); (Pawelec 2009a) opposes
cognitive and hermeneutic approaches to linguistic meaning, with a focus on prototype models. Cazeaux (2007:
Ch. 3) offers a sympathetic assessment of Lakoff and Johnson's account of metaphor, underlining its similarities
to Merleau-Ponty's project, though, in my opinion, he does not stress enough the differences, especially in view
of Lakoff and Johnson's revolutionary philosophical claims.

4 Leezenberg (2001:135-147) and Haser (2005) offer more 'Wittgensteinian' critiques, raising philosophical
issues while focusing primarily on CMT. Haser has a lot to say about Lakoff's argumentative strategies (see also
Jakel 1997).

® Chomsky (e.g. 1966) developed the notion of 'linguistic mentalism': the idea that language is primarily a
mental phenomenon. Lakoff, who repeatedly distances himself from Chomsky, shares this basic assumption
(see Section 3; also Pawelec 2007).
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involving linguistic evidence. In Section Four, fytto show that the definitions of conceptual
metaphor that Lakoff and Johnson offer do not cawetaphorical phenomena; | propose that CMT
should be understood primarily as a (highly) spattu¢ empiricist theory of meaning extension rather
than a theory of metaphor. To corroborate my view,Section Five | reverse thepost hoc
perspective, starting from the phenomena to dis¢hesdifferent types of 'work' performed by
metaphor. In Section Six, | suggest reinterpret@T's results. | added the final section, Section
Seven, in response to reviewers' comments. Thémeefly present a general and systematic account
of the work of metaphor, following (Prandi 2004)1da from a hermeneutic perspective, tentatively

probe a fundamental issue that may be labelegtihecy of metaphor'.

2. AN AMBIGUOUS AGENDA

Apart from the title, several indications Metaphors We Live Bguggest that Lakoff and Johnson
subscribe to the Romantic view of metaphor, acogrdo which metaphor is not merely linguistic
ornament but 'the omnipresent principle of languéRiehards 1965: 92)This position was famously

articulated by Shelley, to be revived by Richards:

[Their] language is vitally metaphorical; that ismarks the before unapprehended relations of
things and perpetuates their apprehension untitlsyorhich represent them, become, through
time, signs for portions or classes of thoughteadtof pictures of integral thoughts: and then,

if no new poets should arise to create afresh ¢hecations which have been thus disorganised,
language will be dead to all the nobler purposelurhan intercourse (Richards 1965: 90-91;

Shelley 1821: Sentence 22).

The initial pronoun ‘their’ refers to ‘poets, inghmost universal sense of the word’ (Sentence 21).
Later, Shelley specifies (Sentence 25): ‘in thexmely of society every author is necessarily a poet,
because language itself is poetry’. The conceptiopoetic origins of language’ involving metaphor
may seem extravagant; | will return to this at ¢éimel of my paper. Here, it is enough to note tinat,
the Romantic view, culture is to be perceived dield of continuous struggle between the forces of
ossification (everyday use of language) and renéusa of poetic metaphor). This vision may be one-
sided: it apparently overplays the role in sodfal bf ‘strong metaphors’ (Black 1993: 26) and play
down non-poetic use of metaphor in daily discounsevertheless, | believe it rightly identifies the
essence of metaphor with linguistic creativity: ffimver to express ‘integral thoughts’ or revelation
of various magnitude.

In opening their book, Lakoff and Johnson (1980: arnounce that metaphor is ‘a matter of
central concern, perhaps the key to giving an aategaccount of understanding’; by the conclusion,

they present it as a new way of accessing redfg@: 239):

® Leezenberg (2001: 16) holds a similar view.
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It is as though the ability to comprehend expemetirough metaphor were a sense, like
seeing or touching or hearing, with metaphors pliog the only ways to perceive and
experience much of the world. Metaphor is as mugplara of our functioning as our sense of
touch, and as precious.
The authors openly invoke the Romantic idea of gmative understanding’, with the proviso that
imagination is not ‘completely unconstrained’. The&jaim to provide ‘an account of how
understanding uses the primary resources of thgiimation via metaphor and how it is possible to
give experience new meaning and to create newiesal{1980: 228).

At the same time, one learns that their subjecttenails not ‘poetic imagination’ and
‘extraordinary’ language but ‘ordinary languagedven more so the ‘ordinary conceptual system’ that
underlies it, residing in the 'cognitive unconssipuvhich they regularly invoke in subsequent
publications. Consequently, the title of the boskd be read as [metaphorically structured] cotscep
we live by' (1980: 3). The authors' declared airtoiexplore empirically this metaphorical system of
concepts, primarily on the basis of literal langelag

At first sight, Lakoff and Johnson's agenda is Ibaff While they extoll metaphor in a way
reminiscent of the Romantic tradition — indispehsalopening up new vistas, providing the
underlying principle of language and a primary toblimagination — they say it is operative in
ordinary language. They even dub it 'literal metapto distinguish it from ‘imaginative (or nonlié)
metaphor' (1980: 53): i.e., underlying figuratiemduage. In their theory, literal metaphor, exprdss
in conventional language — normally thought to ¢sinsf 'dead metaphors' — is supposed to be the
most alive (1980: 55). Metaphor and imaginationornmally placed in the domain of individual
creativity — are automatic, mostly generic procestet produce mappings between conceptual
domains that can be scientifically identified andd®mled. In his later work Lakoff regularly presents
himself as a cognitive scientist who studies theoascious systems of concepts (e.g. 1996: 3-5).

Metaphors We Live Bthus appeals to opposing audiences: readers wiewvdé¢hat metaphor is
important because it epitomizes the power of thedmspirit — the mystery of creative articulation:
lifting the human species out of the realm of put#blogical necessities and 'rolling back the \itrl
horizon', to use the imagery of Gadamer — as waglithose who believe that any phenomena,
including those deemed spiritual or mysterious, @fudace manifestations of underlying objective
regularities that science can discover. Many whd that opposition of perspectives constraining if
not downright wrongheaded see the appeal of Lakodf Johnson's project exactly in the promise of
reconciliation. A search for the rules of imagimatunderstanding — more generally, for a 'third 'way
between 'the myths of objectivism and subjectivigi@80: 18%.) — fosters hopes in a new synthesis.

| believe that the opposition of perspectives otamieor, language, meaning, etc., is real enough,
even while Lakoff and Johnson do not even attempliotjustice to it. On the philosophical level,ythe

choose not to discuss ‘certain trends in Continethiaught’ they claim to be ‘serious attempts to

"I believe it is this Romantic rhetoric that earns them a place in a summa of the writings on imagination down
through the centuries (see Brann 1991).
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provide a basis for the human sciences’, but retier on ‘cafe phenomenology’ as the target ofrthei
criticism (1980: 223-224).The limits of objective science and Continentaémpts to go beyond
them in a responsible manner cannot meaningfullgliseussed here (see e.g. Merleau-Ponty 2002,
Ricoeur 2004, Russon 2004Concerning metaphor, | can only reiterate that mat Lakoff and
Johnson's rhetoric touches a cord in people whe viretaphor’s essence quite differently and who
would find some elements of Lakoff and Johnsonjqut baffling. Specifically, they would fail to
comprehend how one can hope to find ‘live metagheesticulations of ‘integral thoughts’ — in the
unconscious conceptual systems underlying everiasguage use. To unravel the ambiguities | have
mentioned in this section, | must take a closek l@bCMT and relate it to a standard identificatain

metaphor as non-literal or unconventional expressio

3.1IS CMT AN EMPIRICAL BREAKTHROUGH?

In his contribution to the second edition Mietaphor and ThoughfOrtony 1993) — originally a
collection of papers from a 1977 conference, byitgaauthorities in the field — Lakoff opposes his
approach, which he rather grandiosely labels ‘tretemporary theory of metaphor’, to the standard
view (1993: 204):
The bulk of the chapters in this book were writhesfiore the development of the contemporary
field of metaphor research. My chapter will therefoontradict much that appears in the others,
many of which make certain assumptions that werdelyitaken for granted in 1977. A major
assumption that is challenged by contemporary rekes the traditional division between
literal and figurative language, with metaphor & of figurative language.
Clearly, Lakoff presents his approach as empidistovery that makes many traditional, fundamental
distinctions obsolete. As he put it even more tnramdly (1987b: 147):
If nothing else, it is important to be aware of theory-dependent status of traditional terms
such aditeral anddead metaphorThey carry old and demonstrably false theorieth whem,
and, if not carefully used, they will presupposesth old theories and stifle discussion of
contemporary research.
| propose considering two questions. First, is CeIT empirical breakthrough? Second, does is
challenge the traditional identification of metaph®efore proceeding, | would note that, contrary t

Lakoff's charge, the terms 'literal' and 'dead pied& need not be theory dependent. The distingtion

8 That they deal with ‘subjectivism’ in two pages, while their account of ‘objectivism’ takes almost thirty pages
(1980: 195-222), clearly indicates their focus and limitations. In later works (Johnson 1987, Lakoff & Johnson
1999), one finds no direct encounter with Continental thought, even though, as mentioned, Lakoff and Johnson
seem to see themselves as its continuators.

° Continental philosophy — or hermeneutic phenomenology — cannot adequately be characterised as
subjectivist. Rather, it is anti-naturalistic: i.e., opposed to the view that scientific explanations of nature are
sufficient and can be extended to cover all of human reality. (Note that Lakoff and Johnson's project is openly
naturalistic: see e.g. Johnson 1992, Lakoff & Johnson 1999). It sees nothing wrong with scientific attempts to
probe and dispel putative mysteries, so long as one recognizes that models of objective correlations, for all their
success in explaining reality, are not the end of the story, not least because they necessarily rely on unexplained
'givens'. Thoughtful scientists admit as much: e.g., ‘brains that pulse with certain patterns of electrical activity
are conscious. Why? They just are' (Donald 2001: 178).
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‘literal vs. metaphorical’ and ‘dead vs. live metap are used in everyday language to mark
pragmatically significant oppositions. When a givexpression is seen to be used in an extended
sense, it is normally — if vaguely, with no thesritached — called ‘metaphorical’. When a literal
expression is recognized as originally metaphorfead., ‘theleg of a table’), it is called a ‘dead’
metaphor. If ‘contemporary research’ opposes suaryday distinctions, its practitioners should
openly say sdt and not pretend they are victims of terminologimadjudice. Most often, unless they
provide a convincing argument that they are talkibgut phenomena commonly called metaphorical,
they simply change the subject. Lakoff attempteghrmvide such an argument in two publications
(1986, 1987b), which I will discuss in the nexttimT.

What are the proposed justifications for the clahmt metaphor is not primarily a kind of
figurative language but rather a mapping — or $ebarespondences — between conceptual domains?
In Metaphors We Live BYy,akoff and Johnson assume that one’s (normallynscious) ‘conceptual
system’ shapes ‘the way we think, what we expedenaad what we do every day’ (1980: 3). They
claim to have discovered — primarily on the bagiinguistic evidence — that most of this system is
metaphorical. The evidence they provide shows fiedple use military — or, more generally,
adversarial — phrases when arguing. Consequehgy, propose that the concept ARGUMENT is
partly structured metaphorically as WAR (1980: 4).

All elements of this justification raise more quess than they answer, relying as they do on
strong and highly speculative assumptions, suckhasassumption of an unconscious conceptual
system — the cognitive unconscious — adopted bybsjist’ Al research as a working hypothesis. The
same assumption underlig@sguistic mentalismthe claim that language is primarily a mentalgoeon
that is only subsequently expressed verbally. Fhattspecified — chronological relationship undsrlie
the research program Lakoff and Johnson skettetaphors We Live By

A portion of the conceptual network of battle pali$i characterizes the concept of an argument,
and the languag#ollows suit Since metaphorical expressions in our languagetiad to
metaphorical concepts in a systematic way, we c@nmietaphorical linguistic expressions to
study the nature of metaphorical concepts and o ga understanding of the metaphorical
nature of our activities (Lakoff & Johnson 1980eimphasis added
As | have pointed out, both Chomsky and Lakoff spiee important differences — subscribe to this
position. Linguistic mentalism may be fertile grauior research, as is clearly the case with gerverat
grammar; | will venture some suggestions to thisatfin Section Six. Philosophically, however, the

assumption of an unconscioosnceptual systerthat shapes intelligent behaviour is not vidblas

' These may follow when researchers try to specify the meaning of ‘literal’ (see Searle 1978 for references) or
‘metaphorical’. Metaphor, in this vague and general sense, is a ‘supertrope’. It may subsequently be specified as
one type in an array of tropes: a challenging task. For a literary attempt, see (Purcell 1990); for linguistic ones
opposing metaphor to metonymy, see e.g. (Panther & Radden 1999).

11 _And thus admit that they call into question 'what people find meaningful in their lives' (Lakoff & Johnson
1980: ix, emphasis original).

12 This statement is not meant to question that intelligent behaviour is mosty unreflective — only that it realizes
some unconscious mental program (see e.g. Dreyfus 1992).
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Ricoeur writes (2004: 107-108), this is a casenafve realism which would project back into the
unconscious a fully elaborated meaning such adbad progressively constituted in the course of the
hermeneutical relationship.... Against this naivelisea we must continually emphasize that the
unconscious does not think'.

It is not my aim to trace out the vagaries of Lékabroject; however, the discussion around the
so-called Invariance Hypothesis and the developmoghtending theory show clearly that conceptual
mappings ar@ost hocthey may be formulated onbfter one interprets a given set of expressions. In
its original form covering generic-level metaphers.g., EVENTS ARE ACTIONS - the Invariance
Hypothesis read (Lakoff & Turner 1989: &inphasis addegd

(1) Preserve the generic level of the tametept for what the metaphor exists explicitly to
change.
(2) Import as much of the generic-level structofeéhe source as is consistent with the first

condition.

Lakoff toyed with the empiricist idéathat mappings are simple transfers of the cogniipology of
the source domain (1990: 54), possibly running mateaally; later he returned to the original pravis
that such mappings are constrained by the topotdgye target (1993: 215-216). Consequently —
though Lakoff has never drawn this conclusion -ythes better described &$ending (Engstrom
1999, Fauconnier & Turner 2002). To the best of kngwledge, Lakoff has also never answered
Brugman's criticism (1990: 262-5) that hypothetisstaphorical mappings do not play any role in
interpretation of a concept in use, since a conb@@pttions holistically — as a unit — in any given
context — as opposed to its possible analyticabihposition in some theoretical model. Neither has
he raised the problem of ‘gist extraction’ (Faudenri997: 188, footnotes 1 and 2): i.e., how the
conceptual structure to be mapped or blended cardaited automatically, according to rules. This
problem recurs in all structuralist accounts of nieg that try to account for contextual use in term
of a proposed abstract system.

As opposed to blending thedty CMT does not focus on concepts use but rather aims to

explain the development of tlsystemof concepts supposedly underlying the lexicon. Gust ask,

13 Chomsky, in his criticism of Skinner, rejects empiricist explanations of language acquisition and higher mental
processes (1967 [1959]); he has consistently based his linguistic mentalism on nativist assumptions (for an
evolutionary critique, see Deacon 1997: 35, 103ff.). Lakoff, on the other hand, has adopted a syncretist position
he originally called 'experientialism' (later, 'embodied realism'), without facing the deeper issues in the debate
between rationalists and empiricists. This is evident in his and Johnson's answer (2002: 248) to Rakova's charge
(2002) that they espouse 'extreme empiricism'. For an evolutionary critique of CMT and an alternative account
following (Donald 1991), see (Zlatev 2007b).

% The relationship between CMT and blending theory merits separate treatment. In the most recent
articulation of their positions, Lakoff (2008: 30ff.) presents blending in neural terminology — impenetrable to
this reader — and concludes that the ‘metaphor approach is accurate for [some cases discussed in terms of
blends] and the blending approach is not’ (2008: 33); while Fauconnier and Turner choose not to criticise CMT,
instead reiterating that blending theory offers ‘a richer and deeper understanding of the processes underlying
metaphor than we [had available] previously’ (2008: 53).
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then, if the lexicon can provide enough empiricatlence to sustain the hypothesis that it expresses
global processes of concept integrafion.

First, the issue of interpretation reappears: wtraee precise meaning only in context, and an
ascription of particular lexical items to partiauleonceptual domains follows a (highly flexible)
choice of context. When one classifies the sentdrdemolishechis argument' as an example of the
ARGUMENT IS WAR metaphor (Lakoff & Johnson 1980:ednphasis origing| one simply chooses
to interpret the italicized word in one way rathiean another: e.g., the first phase of a constncti
process on a building site. Similarly, 'you disa&gr®©kayshoot' (Lakoff & Johnson 1980: 4) may be
interpreted as an invitation to guess rather thtacla

Second, no stable one-to-one correspondence ostithetural level between the elements of
lexical fields exists to warrant use of the termapping’. In distinguishing literal from non-literal
metaphor, Lakoff and Johnson admit that metaphlosicacturing is partial (1980: 52-55). They claim
that part of a global metaphorical structure unusathe language may be used in another (2002: 254-
256); but this merely shows that the lexicon doetspnovide enough evidence to postulate a global
integration of domains. Ortony (1988: 101-3) offerddence to the contrary. If certain conceptual
metaphors existed, one would expect more consigtenthe lexicon: e.g., why can one sajind
with ragé but notblind with feat? Lakoff and Johnson's use of examples is rengnisaf Chomsky,
whose analyses are based on introspection andtieatiata’® In short, Lakoff and Johnson merely
illustrate — with carefully selected and interpcetexamples — the conceptual transfers that they

postulate; they do not discover them on the bddiaguistic evidence.

4.1S CONCEPTUAL METAPHOR A METAPHOR?

In Metaphors We Live By,akoff and Johnson defingh'e essence ofietaphor’as‘understanding and
experiencing one kind of thing in terms of ancot{®®80: 5emphasis origindl This formulation may
seem initially almost acceptable, if only because left unspecified. On this basis, one coulahkthi
that a contextual re-description or re-classifimatiof an entity affords better insight; and one
concludes that the authors have in mind an actuoiderstanding, based on analogy. Meawhile,
‘experiencing' at this stage remains mysterioysimt | will return to at the end of this section.

The cognitive importance of metaphor’s ability txpeess analogy was recognized already by
Aristotle (see e.g. Kittay 1987: 2-4). He showd th& phrasesbwing around a god-created flahme
based on analogy: the act it expresses standsisatime relation to its object — ‘the Sun shining’ /
‘particular rays of light' — as sowing does to thern seed (1987 [1457b 26-30]). He famously
concludes: ‘but the greatest thing, by far, is @cabmaster of metaphor. It is the one thing thahoa

Bn general, ‘there is a major problem with using only linguistic evidence to argue for functional relations
between thought and language’ (Keysar et al. 2000: 577, in critiquing CMT). Lucy (2000: xi-xii) makes a similar
point about empirical work on the Sapir-Whorf hypothesis. Leezenberg claims that cultural concepts are
essentially linguistic: they cannot be conveyed without language; more generally, Lakoff presupposes exactly
what he should explain: 'the emergence of clearly delimited, distinct cognitive domains' (2001: 142-143).

1 Corpus research offers CMT a potential antidote; see e.g. (Stefanowitsch & Gries 2007).
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be learnt from others; and it is also a sign ofigersince a good metaphor implies an intuitive
perception of similarity of dissimilars. Throughseenblance, metaphor makes things cleqfet59a
5-7, quoted in Kittay 1987: 2).

Aristotle talks about poetic language; but conteraporesearch provides ample evidence of the
general cognitive power of analogical thinkiigo Schon writes (1993: 139-143) that a problerh wit
a new paintbrush — the synthetic bristle did nahtpamoothly — was solved when someone in the
design group observed that a paintbrush is a kingump. The analogy helped the group to change
their focus from the shape of the bristles to tapsgbetween them. Such anecdotal evidence clearly
shows that analogical thinking is far from automadi flash of illumination — the ‘aha!” phenomenon
— must be prepared. Before they solved the prabteendesign group inspected all the potentially
relevant features of paintbrushes affecting therfggmance. Analogical reasoning must also be
appropriated reflectively: following the flash dlumination, one must find the relevance — and the
limits — of the analogy. In consequence, the uncions global transfers of conceptual structure that
CMT postulates as underlying contextual acts ofeustdnding do not make cognitive sense. In sum,
even though the initial definition of metaphor abuseem (almost) plausible, its subsequent
specification as a global analogy — metaphor isappimg or a set of correspondences between
conceptual domains (e.g. Lakoff 1990: 48) — is miesB sd?

Similar problems can be seen when one inspectsflskatempts to prove that conceptual
metaphor is legitimately called metaphor — indeégdhe most ‘alive’ form of metaphor, even when it
underlies literal language that consists of deadapt®rs. Lakoff admits (1986: 296) that he and
Johnson should have anticipated complaints thairité@sg conceptual metaphor as ‘literal’ metaphor
amounts tacontradictio in adiectqsee e.g. Cooper 1986: 22, Kittay 1987: 20). Ninedess, he sees
no contradiction in their use of the phrase, sitheeterm ‘literal’ is ambiguous. He enumerates four
meanings: (1) prosaic language containing no rfeatioligures; (2) conventional language, as used in
specialist domains; (3) non-metaphorical languaws fs directly meaningful: i.e., not based on
metaphorical transfers, in the sense that CMT desxr (4) truth-conditional objective language
(1986: 292). Conceptual metaphor is metaphorical®yeven though it may legitimately be called
literal in the other senses.

Notice that Lakoff's distinctions are idiosyncratlicis hard to see the point of distinguishing (1)
from (2). In both cases, ‘literal’ has the meanithg way people normally (conventionally) talk albou
things’ — even if the linguistic conventions of immgroup may look metaphorical to an outsiderslt i
also hard to understand why (3) and (4) should hiawesame standing as (1) and (2), since they refer
to particular theories of ‘literal’ rather than amydinary understanding of the term. Instead of

explicating, Lakoff merely obfuscates the centda¢mpomenon — metaphorical language goes beyond

7 See (Gentner 1998) for references.

18 A comment by an anonymous reviewer about 'framing' — and a subsequent perusal of (Prandi 2004) — helped
me realize that, in some cases, more-or-less global analogical integration of concepts is possible. However, such
analogies merely express conceptually consistent content. | was unable to integrate this new material into my
account and so have appended it to the final section.
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conventional ways of putting things, whether bynten or specialists — by placing it in the contdxt o
theoretical attempts to specify or re-define ‘Eiéand, consequently, ‘metaphorical’.

Lakoff's discussion of ‘dead’ metaphor is even léstable. He distinguishes four cases,
exemplified by the wordpedigree dunk comprehendandgrasp and says that ‘traditional theory
would lump them all together as dead metaphorshetlf®ugh, according to CMT, they are
significantly different (1987b: 146-147). Again leonceals the real issue: when metaphorical
expressions become conventionalized or ‘lexicalizbay are taken as literal. Such ‘dead’ metaphors
— as they are rather prematurely called in Englishay be ‘awakened’ or ‘revitalized’ (Muller 2008,
No6th 1995: 131); but such acts of resuscitatiomatochange their literal status as lexical units.

In both cases, Lakoff does not accept the standambnventionalization — which is normally
criterial for literal language or metaphor ‘deaft; he changes the subject. He is forced to rexelefi
‘literal’. He postulates an extensive primary lewglpre-conceptual image schemas and ‘basic level’
concepts, which supposedly emerge spontaneousy whople interact with their environment. The
rest of the conceptual system is assumed to r@gsaktly) from culturally based semantic transfers.

This helps explain why, in defining metaphor, Ldkafid Johnson talk abowXperiencing one
kind of thing in terms of anothe(1980: 5) and so anticipate their theory of howneepts are
grounded. As they state in Chapter 12 (1980:e58phasis origingl ‘...what we are claiming about
grounding is that we typically conceptualize thenploysicalin terms ofthe physical — that is, we
conceptualize the less clearly delineated in teainshe more clearly delineated. The ambiguous
phrase ‘in terms of’ — which I initially interpreteas ‘describe or express in other terms’ so gdatoe
Lakoff and Johnson's definition in line with stardlaisag€’ — turns out to invoke an empiricist
scenario of concept formation. ‘Physical’ concepte supposed to lend their naturally emergent

structure to ‘cultural’ concepts through metaplasrin the sequence (1980: 59):

(1) Harryis in the kitchen.
(2) Harryisinthe Elks.

(3) Harryisinlove.

For Lakoff and Johnson, the concept of containniiév} emerges directly in physical experience.
Thus, the first sentence is literal, the remairongs metaphorical (SOCIAL GROUPS / EMOTIONS
ARE CONTAINERS). This scenario of concept formatiors empirically untenable in light of
Wgosky's (1962) and Piaget's (2000; see also RaR®0?2) findings, which show that concepts do
not arise spontaneously at the level of sensorimati@iligence, but rather through a long process of
symbolic social interaction. Their results are aonéd by recent work in evolutionary psychology
(Donald 1991; Deacon 1997; Zlatev 2007a, 2007b8)2@0

19 J5kel (1997) finds more examples of such terminological ambiguities in CMT.

%% The criterion of ‘converging evidence’, often cited in favour of CMT (e.g. Johnson 1992: 345), is much weaker
than the potential to deal with prima facie contrary evidence. Lakoff has not taken up the challenge presented
by developmental research. Chomsky, who debated Piaget during the famous Royaumont Conference,
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| conclude, first, that ‘conceptual metaphor’ reféw a theory of concept formation rather than to
metaphorical phenomena as they are commonly pedesecond, that efforts to show that CMT also
addresses such phenomena — as | have partly dotedneeré — are unconvincing. | propose to
reverse the perspective and start with a descnigtionetaphorical phenomena, primarily to reveal th

cognitive work metaphor performs. In Section Siwijll re-frame CMT against this background.

5. METAPHOR IN ACTION

Recall Black'sadvice: one should try not to restrict metaphoriglaénomena prematurely. It seems
reasonable to start with a definition that is dedaoo broad and narrow it down. Aristotle defines
metaphor as the ‘application of a word that belotaganother thing’. His definition is based on his
ontology of genera and species, so he talks abd#naference ‘from genus to species, species to
genus, species to species, or by analogy’ (198374p. His explication is of no theoretical congern
as no one believes any longer in the coincidendar@fuage and reality or the idea that things have
names that intrinsically belong to théfml suggest reformulating Aristotle's definition &n
application of a word out of its normal, or literalontext of use’, where | interpret ‘literal’ as
‘conventional’: the way people normally talk ab@timething in default contexts (see also Searle
1978). Note that, among the several poetical exasnpristotle discusses, one finds cases of non-
literal language use that are broadly metaphorigat, which one would not classify as narrowly
metaphorical. Such tropes or figures of speectyperbole, litotes (understatement), or irony digerg
consistently from literal meaning, serving to exgareghe speaker's meaning in a non-literal way
without modifying the literal meaning of the wordsed; one could say that they are entirely
pragmatic or are discourse phenomena.

Metonymy is closer to metaphor narrowly understaoondioth cases, non-literal words are used in
a transferred sense. Metonymy is usually thoughtetassimpler than metaphor, as the transference
normally concerns another entity from the same pedgally active domain, and metonomy serves
mostly referential purposes: e.qg., 'them sandwichs waiting for his check' (Lakoff & Johnson 1980:
35; emphasis origing| where the italicized words stand for a custorNete that the name ‘figure of
speech’ — inherited from the rhetorical traditi@ntred on literary research — hardly seems ap@i@pri
in such pragmatically motivated and mundane cademenning transfer, which often underlie
semantic shifts in the lexicon: e.ggardfor ‘accommodationvith mealsor ‘governing body’.

The simplest case of metaphor is equally mundadekays a similar role in language. It may be

termedcatachresiswhich is normally defined pejoratively as ‘impropese of words’ or ‘application

disregarded the significance of Piaget’s findings completely (Piatelli-Palmarini 1995: 373-6).

' | have not presented attempts to find a place in CMT for ‘live’ metaphor (Lakoff & Johnson 1980: 52-53,
Lakoff & Turner 1989). | suggest that live metaphors are better represented as post hoc blends, created after
one chooses an interpretation.

2 As my anonymous reviewers rightly pointed out, Aristotle's definition is really too narrow for my purposes,
and my account of his position is highly schematic. | invoke — or abuse — Aristotle to make the hopefully
uncontroversial point that metaphor, in the most unspecified sense, concerns non-literal use of words.
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of a term to a thing which it does not properly alen(OED quoted by Black 1962: 33, Footnote 8).
That said, such ‘misuse’ may be welcome if it sertve remedy a gap in the vocabularyaachresis
inopiae causy so that ‘the new sense will quickly become mdirtheliteral sense’ (Black 1962: 33,
emphasis origindl Though true, this description is too narrow: tiréving force behind semantic
shifts is not only a perceived shortage of litergbressions but also a felt need to be more expeess
This is why one finds so many synonyms in the lexitor the entities that matter to people (Geesaert
1988). A metaphorical extension of meaning — eagcomputemrmouse— differs from a metonym
because it is normally based on expressive simileather than pragmatic contiguity.

As defined above, catachresis lacks the distindiature of metaphorical expression narrowly
defined — which, in the oft quoted phrase of Sandaéinson, ‘gives us two ideas for one’ (Richards
1965: 118). Catachresis — metaphorical or metomgimids accepted as so obviously apt in the context
of use that the potential clash, or tension, whi ¢riginal meaning — Johnson's ‘two ideas for ene’
does not arise. Here, at last, | may broach thgestibf metaphor's cognitive ‘work'. The computer
mouse provides a distinctive label for what was a neweshg device: a hardware innovation
competing withtrackball; thus, it filed a gap in the vocabulary. It achéd this goal in an
expressively satisfying way, compared with the dyedescriptively adequat&rackball, since the
shape of a computer mouse and its erratic movemantbring to mind an actual mouse. At the same
time, as a transferred sign vehictgfans, it did not influence the new concepignatun), except
perhaps to make a marginal suggestion — again, a@dpwithtrackball — that this kind of thing is
accessible to anyone, not just computer specialists

Cognitive work is necessary whenever a metapHogiqaression is not transparent: when it does
not lead directly to the intended meaning. Sinesmuseis clearly referential and the original referent
independently available, hitting on this suggestnane required inspiration — but only very little
insight to recognize its meaning and accept ituslsle. The situation changes when a metaphorical
expression orehicleis not initially transparent to a particular set@arcontent: itstenor (Richards
1965: 96). These terms may be easier to explaiong invokes a pictorial metaphor used in
advertising: e.g., a petrol statioterfo and a jumping tigervehicle. The tenor — thereferential
situation — is conventionally understood as ‘ori@and of petrol’, thevehicleas ‘a tiger's leap’. On
Richards's interactionist account (1965: 93), ‘wivem use a metaphor we have two thoughts of
different things active together and supported bgirajle word, or phrase, whose meaning is a
resultant of their interaction’. It is important tecognize that the metaphorical vehicle is not the
metaphor: it provides a perspective on the tendta)K1987).

Peirce put forward essentially the same claimisnctassification of sign& which divides signs
into three categories: icons, indexes, and symbotns sub-divide into images, diagrams, and
metaphors. His classification follows on the qumstiwhat allows one thing (the sign vehicle:

signan$ to signify or stand for another (its objestgnatum? In the case of icons, the answer is a

2| base my presentation on (N6th 1995).
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feature of thesignansshared with itsignatum In the case of indices, it is a natural relajmning the
two: e.g., cause and effect. In the case of symlitois a matter of convention. Since metaphors are
symbolic, they can be called ‘iconic metasigns’{fiN$995: 123, 133). To understand this label, eotic
that the metaphor in the previous paragraph segmiby reference to other signs: specifically, by
reference to the similarity between their objettle cognitive work is involved. The metaphor can
easily be interpreted because the commercial inieig in clear view, while the contextually relewa
signata— ‘the petrol's energy for driving’ and ‘the tifgeenergy unleashed in the jump’ — have enough
common structure to blend successfully: e.g., ple&ol will give your car increased energy’. The
metaphor may be felt to remain alive, since it regyally well evoke more specific interpretations:
e.g., ‘with this petrol, you can easily overtakbastdrivers’, ‘you are the master of the road’ u'yi@n
impress the other sex’. The metaphor's level of-fiess is apparently linked to the interpreter's
willingness to accept various conventional featuoésthe vehicle's object — ‘speed’, ‘power’,
‘attractiveness’ — as potentially shaping, or 'firagih the message. Even a trite metaphor likedhis
cannot be made literal without loss of meaning.yQtdad metaphors like 'Sally ésblock of icecan

be literalized (or, rathegre literal), because they have a single conventiomalpretation: 'Sally is
unresponsive to advancés’.

To see better the cognitive work involved in theation and interpretation of live metaphor,
consider a more extended literary example from g&aosWalden, quoted by Perrin (1987:221;
emphasis add@d®

Early in the morning, while all things are crisptlwifrost, men come with fishing reels and
slender lunch, and let down their fine lines thitotige snowy field to take pickerel and perch;
wild men, who instinctively follow other fashionsi@ trust other authorities than their
townsmen, and by their goings and comisgtch towns in parts where else they would be
ripped.
Wild men — one is told — ‘stitch’ towns togetheheélmetaphoricalehiclehas as its object the anglers'
outings tenor). It is easy to see the similarity between vehaid tenor: the ‘ground’ of metaphor in
Richards's terminology (1965: 117). The footprimshe snow resemble stitches from a bird's eye
view, while ‘goings and comings’ are as repetitagestitching. The meaning of the metaphor can be
paraphrased as ‘the anglers join the towns by tbetprints’. Note that this literal interpretaticioes
not convey the metaphor’s full meaning. The physitavements of the anglers — ‘wild men’ who do
not really belong in towns — are viewed as an ingyarunifying activity. | believe that Thoreau
perceives them as Nature's envoys, inadverterdtituwgng its unity, partly destroyed by towns.

What mental work is necessary to produce and utadeighe metaphor? In general terms, one
must be able to express (the writer) or adoptrigheers) an unusual perspective — unusual, thiafris,
town-dwellers, but quite normal for someone likeofidau. Towns are causing rifts in Nature; the

anglers' outings are Nature's response to thettfireareau’s task is to help his readers recorditjoe

*|n context, it could mean other things. 'Literal' meaning is ascribed in a minimal context, as in a dictionary.
» My presentation owes much to Perrin’s insightful analysis.
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standard bourgeois view of things: from their pecdjve, the anglers' outings are marginal, the own
linked by roads; nature is empty space waitingdeibilized. A gestalt flip is required.

Thoreau struggles to formulate what is, from hiatage point, the anglergal role. He calls
them ‘wild men’: a label that would conventionadlyggest — at least to townsfolk — lack of civiliy
lack of restraint. Here, it means that they belemgature rather than civilization. Thoreau expain
that they ‘instinctively follow other fashions atwist other authorities’. The reader may understand
that they are sent on an errand: that they heedalhef someone more powerful. Only in this comtex
doesstitch make sense. From the bourgeois perspective, ‘wigth’ cannot be rather expected to
‘stitch”: a woman's job requiring patience and adastiousness. More importantly, the anglers make
no coordinated efforts to achieve the goal: to tatver threat posed to Nature by the towns; ‘stitghi
is a byproduct of their activities. One is meanview them as instruments of Nature, which guides
their movements and is ultimately responsible ier ‘stitching’.

As the metaphor’s author, Thoreau starts with évéxperience of théenor. in his mind's eye,
he perceives the anglers' outings as a restoratitigity masterminded by Nature. To express his
vision, he needs a suitable vehicle that can desdroth the anglers' activity and its role in Nawir
order. The use of the woslitch is contingent?® perhaps motivated by the activation of the sernanti
field of clothing and fabric (‘fashions’) and byetlbird's eye perspective on the winter scene, which
provides the common schema: the similarity mothatihis iconic metasign. So long as the scene is
not crystallized into a particular image, the argiintention can find other vehicles. It often paps
in a text that a metaphor is ‘corrected’: replaoedomplemented by another, when the author resalize
that his first choice carries unwelcome suggestmris not fully adequate to his vision.

As a reader, one has no access to the authoridixperience. One can only try to piece together
the clues provided. In the present case, one nmsstsblve the ‘riddle’ of the metaphor: why was
stitchused? The task is easy becauseeheris tangible: the context makes it clear whatubhkicle
refers to, and the common schema can be extrddtegever, the job of understanding the metaphor
remains. One must grasp the situation from a nemspeetive, and this requires the suspension of
standard assumptions. Only when the new perspeigiaopted — only when nature actually is
perceived as a piece of cloth torn by human agtivitcanstitch be understood with no cognitive
effort. Only then may it become a literal exprensio

One can now see better why Lakoff and Johnson&sythe conceptual metaphor is not about live
metaphor, or metaph@ans phrasedespite their claims to the contrary (Lakoff &hdgon 1999: 69-
70; emphasis origindl ‘...the theory of the novel cases is the saméiagheory of the conventional
cases. Thus, the theory of conceptual cross-domajpping is exactly the theory needed to account
for traditional cases of novel metaphorical expess It is thus best calledtlaesory of metaphor
Recalling statements | have quoted previouslyis rtot really true that ‘the essence of metaphor is

understandingand experiencingone kind of thing in terms of another' (Lakoff &hhson 1980: 5,

% | s0, the metaphor would not be 'emphatic', in Black's terminology (1993: 26).
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emphasis add@dr that ‘we typically conceptualize the nonphgsio terms ofthe physical — that is,
we conceptualize the less clearly delineated imseof the more clearly delineated’ (1980: 59,
emphasis origindl The situation is much more complex than suckrapiricist scenario suggests.

By definition, lived — as opposed to vicarious pesence is always direct. For Thoreau, the
experience of theenor— the anglers' outings — is not only direct bebabne assumes, well delineated
and immediately understood, since Thoreau norntidbts nature as an organic unity or self-mending
piece of fabric. For his bourgeois readers, onather hand, such ‘outings’ would conventionally be
understood as an unimportant, private pastime. kieeaphor is essentially about making available to
one’s audience an individual, rich, concrete exgrare in intersubjective, abstract, stereotypigahse
— or, if you will, expressing the unfamiliar in tes of the familiaf’ By describing ‘outings’ as
‘stitching’, the metaphor activates conventionglexds of the latter activity suitable to the contex
e.g., ‘temporary mending’, ‘part of a healing prege ‘leaving traces’ — meant to help the reader
suspend his standard view of ‘outings’ and undéngaequired gestalt flip.

Metaphorical re-conceptualization is not basedransfer of concrete conceptual structure from
physical experience to a more abstract domain.dRathinvolves the contextual recruiting of sedmskt
suitable, conventionally available aspects of aomaip help reconfigure another notion in line waih
individual experience or vision: a blend. The ‘ledearly delineated’ from Lakoff and Johnson's
dictum should be understood as ‘individually and expeiadly available’, the ‘more clearly
delineated’ as ‘intersubjectively and abstractlgikable’.

In sum, one can say that metaphors articulate alnaesion and so introduce a possible tension
into one’s standard, diteral, ways of expressing phenomena (Ricoeur 1977). ipg on the type
of metaphor and discourse, this tension variesrength and scope and puts different requirememts o
the audience. In the case of metaphorical exteassamving as labels for new entities such as a
computer mouse, there is, perhaps, no significamsion: no beliefs to be suspended, no notions
reconfigured. In the case of advertising, such deaping tiger advertising petrol, the tension is
between the conventional and an entity’s impligddéonal aura’. One is not expected to reconfigure
the meaning of petrol, merely to view one brandnase desirable than another. If one is so inclined,
one can adopt various attitudes towards the emépgending on context; such framing is exploited
mercilessly both by advertising and propagandahéncase of a new way of life that transforms one's
perspective on various aspects of reality — as@dwdescribes — the tension between the convehtiona
and the vision can potentially be strong. One gainsess to such novel visions primarily via
metaphorical language, which requires one to subpra’s everyday way of grasping things.

To conclude: in the circles in which metaphor &ditionally esteemed, it is a way to express

individual revelations, which help extend the vést&f human existence. This is easy to see in the

27 As Leezenberg notes (2001: 259), within CMT Indurkhya (1992: 253, 280) takes a similar position: ‘for
Indurkhya, the source is a richly structured, abstract network, while the target is an environment, which has an
autonomous structure, but is less "abstract" or conceptualized than a concept network: it lies at the level of the
sensorimotor data of concrete experiences rather than abstract concepts'.
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domains of articulation traditionally viewed as oppd to the commonsensical: poetry and
philosophy. As opposed to ideology — assuming Tdugsevision underlies the ideology of the ecology
movement — poetic vision is usually intensely prvaNormally, it does not invite one to drop — or
even suspend — one’s everyday view of reality. &atbne is invited to visit a world of individual
experience that need not make any claim to uni/srgaificance.

Of course, philosophgioesmake such a claim. In this respect, it is simitast¢ience, which also
abounds in metaphors — necessarily so, if the ptemecount is correct. A philosopher’s offer of
metaphorical refocusing challenges common senseldngs to a communal, never-ending attempt to
reveal the contours of the human condition. It does deny the local, practical validity of

commonsensical formulations; instead, it gives tlaewider horizon (Pawelec 2009b).

6. CMT REINTERPRETED

If one understands the work of metaphor as | haggested, this raises a question: what phenomena
doesCMT reveal? To be sure, the question has no sienggever: CMT may prove valuable in various
intellectual endeavors. In general, however, IadiCMT is much more important for what it invokes
than what it reveals. Following Chomsky's formadipproach to language — valuable within its narrow
limits — CMT exemplifies a search for linguisticgthva ‘human face’. Though it is rooted in the same
mentalistic paradigm as Chomsky's generative gramibhahas extended that research agenda
enormously. If one accepts that CMT compressesetgessive processes taking place over the
history of a linguistic community and the intergtite processes taking place in a particular cantex
into the unconscious mind of a generic human behngp the material collected within the paradigm
can help one look for real-life factors that shape’s language and understanding.

Let me start with a detour: a psychological expentrtesting CMT's validity. As Keysaat al.
(2000) show, reading comprehension experiments atocarroborate the claim that conventional
phrases are understood because interpreters rnyeatéiNate an appropriate cross-domain mapping.
The researchers report evidence that such mappiagse active when novel phrases are used. Here
Is one example from the study, testing the cone@phetaphor IDEAS ARE CHILDREN (2000: 585;
emphasis original

As a scientist, Tina thinks of her theories asdididren. She is arolific researchegonceiving
an enormous number of new findings each yBaa is currently weaning her latest child

As a scientist, Tina thinks of her theories asdigdren. She is &rtile researchemgiving birth

to an enormous number of new findings each yeaa is currently weaning her latest child
The researchers found that it takes significarghg Itime for subjects to understand the final seete
in the second text, suggesting that only novel gdsactivate the mapping. They claim that thislresu
disproves the assumption that cross-domain mappinggrlie the comprehension of conventional
language while showing that they may underlie cahpnsion of novel expressions. Is this really so?

In both versions of the text, the first sentencelé&ntical and concerns a female scientist, Tina.
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That she ‘thinks of her theories as her childrer@n-explicit mention of the purported conceptual
metaphor and a case of psychological ‘priming’ -Aa$ directly relevant to the next sentence of the
first text; therefore it is backgrounded, and teader must resolve whether the last sentence change
the subject or should be interpreted in light @& tinst sentence. This takes time. In the seconsioe

of the text, the narrator openly adopts Tina's@mala creative use of ‘giving birth’. Thus, theder

is prepared to interpret the last sentence inligat. The difference between the texts hingesten t
flow of thought in discourse (Chafe 1998). Thetfgentence establishes the topic of discourse: Tina
the scientist. At the same time, it introduces gemptial sub-topic — Tina the mother of scientific
theories — which is backgrounded in the first taxd developed in the secofid.

| submit that neither the conventional nor the mn@woressions in the text require cross-domain
mappings for their interpretation, because suchajloonceptual mappings make no cognitive sense —
as | argued in Section Four (see also Section $eMew is it possible, then, that one understahds t
final sentence about Tina? Apparently, one reliedooal analogy and performs a blend. One knows
that the sentence is about Tina's work, preseméddrins of maternity. Since weaning is the firspst
to a child's independence — a contextually relezanventional association — one may think that Tina
is ready to communicate her latest findings. Thel défference between conventional and novel
phrases may be explained in terms of ‘stereoty@idaljuacy’: the former are normally assumed to be
‘good enough® to express one's ideas on a subject, while ther laiquire special justification: in the
present example, the narrator — rather incongryoudleshes out Tina's analogy by describing her
work. Still, the phrases that appear in the texietiver conventional or novel, do not pose a sicguifi
challenge for interpreters, compared with ThoreaxXample, not to mention much poetry and
philosophy. Why?

Apparently, because the subject matter — the ptodulife of a scientist — is socially available as
a set of stereotypé8.Such platitudes may be expressed extravagantly mavel phrases as in the
second version of the text; or, more often, ingtendard way, with conventional language. | submit
that stereotypes — understood broadly as a comymsiiandard ways of viewing reality — offer a
much more viable explanation of one’s everyday wstdeding than the system of conceptual
mappings in the cognitive unconscious that Lakdffecates.

One could profitably inspect the material gathensétthin the CMT framework while building a
cognitive theory of social stereotypes — movingagvirom methodological individualism in the
process. Much of Lakoff's work — especially in th@mains of social criticism and political ideology
(e.g. Lakoff 1987a: 412-415, 1992, 1996, 2008) enbprelies on ‘folk models’: an analogous notion

28Keysar et al. (2000: 588-9) reject this interpretation; but their argument, relying on other experimental data,
cannot be quoted here for lack of space. Crucially, however, they interpret discourse structure in terms of
anaphora (cohesion) rather than 'flow of thought' (coherence) (cf. Halliday & Hasan 1976, Chafe 1994).

% Conventional phrases are standard 'stopping orders' in the process of formulating one's intentions (McNeill
2005: 91-92).

¥ see (Zinken 2004) for an exposition on the importance of the notion of stereotype within cognitive linguistics;
see also (Putnam 1975).
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invoked in cognitive science. | am not claimingtthatranslation of individualistic or universaltsti
CMT into a particularist sociocultural paradigmpsssible. CMT treats everything that does not
belong to sensorimotor experience as metaphorical ®elies primarily on generic cognitive
characteristics of human beings, making it inseresiio the crucial role of historical situatednessl
linguistic articulation and dissemination in metapbal attempts to stretch — and cross — the liwifits
a conventional picture of the world. Still, its gl andpost hocperspective may be useful in
identifying real-life factors active in the situdt@rocess of ‘rolling back the world's horizon’e- t
invoke again that hermeneutic imagery.

Lakoff and Johnson’s division of conceptual metaphito structural, orientational, and
ontological (1980: chs. 2, 4, 6) may be viewed raficative of such factors. Structural metaphors
could help identify the situated expressive forteavious fields of experience and the entitiesdutee
articulate various domains. Orientational metaphmrald help ascertain the local coordinates of
experience, in terms of which people position thelues in all spheres of their existence. Finally,
ontological metaphors could help in the searchttermost abstract terms people use to stabilidze the
experience.

To be sure, such a general statement as | haveedfteecomes informative only if one can
discern the situated relevance of these factate.rnot pretend to show here what that task requires
can merely point out possible avenues for research.

| believe that Dirven's 1994 bodWetaphors Afrikaners Live Bynakes a start in the right
direction. Dirven describes the phraseology usedAfrikaners as expressive of local conditions,
contrasting some of their phrases with Dutch edenta to reveal the influence of physical factoms o
meaning: e.g. the relative abruptness of an Africsanrise (1994: 11-13). Dirven cites private
communications with Lakoff, who apparently agreddthat time that the title of his book with
Johnson could be glossed as ‘metaphors Americaasy’ (1994: 180). As is well known, however,
Lakoff moved away from this culturally embedded eiprretation — except for his political
engagements — towards a universalistic and bickbgigenda.

Zinken (2004) discusses at length the work of thien@inguistic School of Lublin, Poland.
Professor Jerzy Bartiski and his colleagues focus on three domains:nstaacting the linguistic
picture of the world of rural Polish communitiesalyzing various social stereotypes, and studying
axiological concepts. ‘The common theme... is to nstauct pictures of the worldentrenched in
language' (2004: 116emphasis origindl an approach that ultimately goes back to then@er
Romantic tradition of language study of Herder ingnboldt®*

Finally, let me quote at length Brigitte NerlichO@3: 136), who advocates adapting Gibson's

ecological approach to metaphor study:

3 Returning briefly to the issue raised in Section Two: how can one theorize the relationship between individual
metaphorical revelations and a social unconscious system of thought — conceptualized in this paper as a socially
available system of stereotypes? This is an important question in the study of historical phenomena, as
Gadamer explores in the hermeneutical tradition. | believe that Gadamer’s notions of 'prejudice' (1993: 269ff.),
'horizon' (1993: 302ff.), and 'style' (1993: 493ff.) are crucial for serious attempts at providing an answer.
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Similarly [to Gibson], | have been dissatisfied lwthe ways some cognitive linguists study
metaphor in relatively artificial laboratory seti;iand conceptualise it as an internal cognitive
event and | would like to replace this by a morelegical approach. | want to study the
affordances that a certain metaphor has, whatitbeaactively use@br and what it has been
effectively used for, and how this changes the plaiaand the way it is used over time. | want
to study the interaction and complementarity betweeenetaphor and its environment of use....
An ecological theory of metaphor would study theustural coupling’ between a metaphor and
the environment, how it is constantly interactinghwts (discursive) environment and, in the
process shaping the (discursive) environment jtselé well as, more broadly, the
sociocultural/economic circumstances of the time(s)

7. CONCLUDING REMARKS

This section is an appendix of sorts. | would liketake up two issues, partly in response to a
reviewer’'s assessment that the paper lacked deatwe and argumentative power. In hindsight, |
recognize that this perception may be quite legitenresulting not only from my general limitations
but also the way | approach the subject: rathen fr@senting and defending my own position on
metaphor and criticizing CMT from that vantage polirfirst question — in a somewhat deconstructive
manner, following certain traditional formulationrs the way Lakoff and Johnson try to model
metaphor. Subsequently | attempt to probe metapdlophenomena — an unending task — as a
backdrop against which | can assess Lakoff andsiwi® contribution. To help clear any remaining
confusions, | would like to conclude with a moransparent linguistic description of the work of
metaphor — one that is much more appreciative d&botffeand Johnson's efforts and that finds an
important place for ‘global’ analogies (‘structuraietaphors’) in the spectrum of metaphorical
phenomena. Finally — with some trepidation — | wkktch a philosophical vision that might serve to
underpin an alternative account of the primacy efaphor in language.

In his thoughtful and clear reflections on metaplyandi writes (2004: 383): ‘metaphor is the
only figure that turns inconsistent predicatioroiatform of conceptual categorisation’. This imare
transparent description than | used to differeatiaetaphor from other tropes: basically, that matap
is not just a contextual departure from literal nmiag; instead, it offers a new perspective on aaiom
— even as far as urging its conceptual re-configaman ‘strong’ cases.

Prandi continues (2004: 390):

Unlike metonymy and synecdoche, however, metaphocapable not only of bringing to
expression independent and consistent conceptualstes; it is also capable of constructing
conflictual complex meanings which impose on coteemexpected relations. As they can
hardly be justified from within the realm of contgpwhich are by definition consistent,
inconsistent conceptual relations depend, for thairy taking shape, on the specific
grammatical structure of specific linguistic exziess.
This passage brings to mind Richards’ discussi®®31117f.) of the ‘ground’ of metaphor: i.e., the
role of similarity and analogy in making metaphoorit As the passage shows, Prandi divides
metaphors into two general types: consistent andnisistent. The latter rely crucially on linguistic
expression (‘poetic metaphor’) and are not expettesult in definite analogy (Prandi 2004: 400).

One can link Prandi’'s assessment with Richardsictgim (1965: 128.) of Breton’s poetic style,
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which relies on a juxtaposition of apparently ingarous elements. Metaphorical inconsistency — to
be functional — must still be able to convey ategral’ thought or provide access to a world ofaie
idiosyncratic experience: a task that requiresfaliyecrafted linguistic prompt&:

Prandi focuses on consistent metaphors (2004: 992-8lassifying them based on two types of
conceptual mappings: regressive and progressive.fdtmer — exemplified by lexical catachreses
such as ‘theving of a building’ — drop all source content that ig nompatible with the target: what
one can call ‘regressive consistency’. The lattexemplified by open metaphorical analogies such as
Kuhn's ‘scientific revolutions’ — are consistentaiprojective way: they aim at restructuring thrgea
On a scale ranging from purely regressive analagyendlessly projective analogy, conceptual
metaphors occupy the middle ground: they are baserkgressive mappings — like catachresis and
unlike open analogy; but they are still productiwihin those limits: they allow novel verbal
applications. Prandi says of such metaphors (23®0) that they ‘are rooted in consolidated
analogical relations, largely shared and takergfanted as such’. It appears that CMT’s initial egdp
derives — to some extent — from the choice of nmateéanonymous metaphorical concepts’ (Prandi
2004: 392) like LIFE IS A JOURNEY are global, sdigiaavailable, unconscious, regressive analogies
that may still be applied creatively, within thdsmits.

What does it means for language to be ‘vitally pphtaical’: the issue linked with the supposed
poetic origins of language? One immediately facdsgecal paradox. Since metaphor is defined in
reference to the ‘literal’, it is hard to see hawan be primary. Notice, however, that it is etyubhrd
to imagine the genetic primacy of the ‘literal’: pain of circularity, one cannot explain the anigiof
conventional meaning by reference to conventiore dpposition between literal and metaphorical
meaning leads to philosophical apofidn phenomenological jargon, the situation calls domore
‘originary’ take underlying subsequent distinctipns Kantian terms, one searches for the
‘transcendental’ conditions of phenomena.

Lakoff and Johnson's account is based on the ltetanetaphor is embodied and conventional
language secondary; indeed, convention is purelghepomenal on their account. To justify their
terminology, they postulate a ‘literal’, pre-contgd level of sensorimotor interactions with the
world. Such ‘basic concepts’ — at this stage, tleeipiricism gives way to idealism — are extended
metaphorically and made available conventionallyvarying portions, depending on the culture.
Their eclectic account gives no cogent reasons avityhow such things should happen: put another
way, why and how some animals were transformedhntoan beings.

The alternative account really tries to overcome dpposition between literal, already available
meaning and metaphorical, extended meaning. Metdptmimary, taken to mean ‘foundational acts

of (attaining) meaning’ or ‘originary expressiottiere is no primary ‘literal’ level. Consequenttye

32 perhaps symptomatically, Breton's poem Free Union is a favourite example in cognitive analyses, which focus
primarily on conceptual transfers rather than linguistic surface; see e.g. (Lakoff & Turner 1989: 93-5, Gibbs &
Bogdonovich 1999, Stockwell 2002: 115-6).

* The same goes for other dualisms such as matter/spirit or body/mind.



CMT AND THE ‘WORK’ OF METAPHOR | 173

should reverse the phrase used in reference toffLakd Johnson's view — ‘metaphor is embodied’ —
producing ‘embodiment is metaphor’ (see Cazeaux720®). There is no opposition between
something given — some ‘presence’ (things, brutesfaaw experience) — and the meaning ascribed to
it. Instead — to gesture at Peirce — one has emeod grounded in semiosis. The term 'metaphor’ is
justified because all ‘originary’ acts of meaning acts of ‘going beyond’ or extending the reach of
one's body — whether outside, in gradually morescimus commerce, or inside, in efforts to deepen
one's self-consciousness.

This anti-dualist perspective, developed in herraéogphenomenology, is clearly vertiginous. |
cannot hope to give it much substance here. Howedveould like to show that it is of use in
metaphor research. To attempt this, | will followhd Russon's interpretation (2004) of Hegel's
Phenomenology of SpiriThe guiding question is: how can one overcomediaism of objective
presence and subjective interpretation? To intevibtthe world, one must belong to the same ngalit
one must bef the world as a spatiotemporal object. To expegahe world though, one cannot just
be placed within it as an object; one must alsa Babject: an intentional body open and sensitive t
the form of the other. One must be able to contoasts ‘here’ with one's ‘there’: the ‘there’ with
which one is consubstantial. (Remember the prowdsalisms are ruled out as arbitrary.) One must
have an identity that straddles one’s self andimeher’. The other must be a meanofgone's own
body How can ‘there’/ ‘the other’ be a bodily meariing

The other can be a meaning for one’s body onlyndé oould be ‘there’. It must be a possibility
inherent in one's existence ‘here’: in being opeits form. One must be able to move to reach it;
movement opens the temporal dimension. To notieeother, one cannot just be immersed in it: one
must be able to oppose it to oneselfptintto it. This requires a pointer, a sign — somethiray does
not present itself for itself, but as something&ss over in favour of what it directs toward. Sacts
of passing over, when a new way of interactiondged new meaning, may be called metaphorical in
the primary sense. Something can appear — be presany if it is presented by a sign. Put another
way, presence presupposes some minimal ‘writin@odily act of expressing what is; while seeing is
always ‘reading’ what one has already inscribed meglity. To return to my starting point, the dsiad
of objective presence and subjective interpretaiionshown not to be primary. Presence, or
appearance, is already interpretive; it rests arimdl tools of expression, of ‘language’, actualizes
simultaneous ‘reading’ and ‘writing’: interpretiaets of one's meaningful involvement in reality.

The body is not just something material and ableowe. The body is what allows oteerealize
one's desires- or ‘drives’, if one prefers a term that coversvér organisms. As the developmental
psychologists have shown well, in the case of hub&ngs, one's material body is not one's own from
the start: it must be appropriated in action. Ttegemal body becomes one's body once it existhes t
expression of one's will. Learning to control hasvh’ body, the child develops a division between
himself and others. In the process, the primary@pyation of the body is, with passage of time,

reproduced on a larger level as he develops habitsteraction with things and with other people.
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Through habituation, what was alien and resistadomes his ‘own’: the medium for his self-
expression and self-realization. In short, it beesiisextended body.

If this formulation seems farfetched, recall howsilsa one appropriates the potential for
extraordinary movement inherent in vehicles or sgear: the instruments are integrated into one's
‘body schema’, becoming ‘part of oneself’. Stilhet most obvious confirmation of the presence of
extended bodies comes from one’s deep, existedéatification with social collectives, be it thrgiu
matrital union or body politic.

To recapitulate: the dualist divides experience ihie passively ‘objective’ — something simply
appears and is present — and the actively ‘subgictbne reads things one way rather than another;
one ‘puts one’s own spin on it'. According to thaialualist, something appears only if it is meddht
by one’s body, which ‘writes’ and ‘reads’ simultasly. At the lower level of sentience, the body
‘writes’, unconsciously turning the totality of esqence into a sign for an existentially important
content, be it food, mating partner, or predatad @eads’, enacting the ‘text’, immediately follow
the text’s inscription in its behavior. At the haghevel of self-consciousness, the body — as sysfe
life support — changes its essence to become tthg dm system of self-expression. The body ‘writes’
as it gestures, producing a material totality tprexgs its intent. The body ‘reads’ as it recognibes
totality and is able to discover a unified intamiti Consequently, in Russon's paradoxical fortmma
(2004: 80): ‘I can read only the autobiography Véalways already been writing, or again, | can
write only the autobiography | have always alrebdgn reading’.

In this way, at some point one reaches a stage evheminimally self-conscious body as
represented by e.g. a gang of chimps becomes a@wtious body one can call a linguistic
community. That community can come in various siZesm a person's somewhat ‘schizophrenic’
dialogues with himself to Gadamer’s notion of theriversation’ of humanity as a whole. Crucially,
the body in question is an intersubjective collegtiwithin which various subjects perform roles
ascribed to them by the logic of their communibattis, ascribed in the light of its legitimate aim

In the relationship of mother and child, the ro&es clearly different and — at least at first —
extremely unequal. For some time, the child catweotaid to perform its role; rather, it grows iitto
becoming self-conscious in the process. Of coutse mother is self-conscious from the start and
knows the general logic of this extended mothelddhddy — as inscribed by her culture, which offers
her paradigms of ‘good mother’, ‘normal child demhent’, ‘happy family’, etc.

While ‘reading’ the ‘text’ of her relationship wither child — the history they have written
together in unequal parts: their joint autobiogsaphthe mother may encounter obstacles that force
her to re-evaluate and consequently re-write thie gfee plays. ‘Am | a good mother?’ ‘Is this what
motherhood is about?’ ‘What should | do for my dhih this extraordinary situation?’ Over the long
run, the ‘texts’ or ‘autobiographies’, written bgdies of one kind or another, influence the shaypk a
self-perception of the body type: e.g., ‘what ie thodern family?’ As postulated by the Romantic

tradition, linguistic metaphor plays an importaattgn this process.
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To be sure, | have only scratched the surface. dafaaid | have raised more questions than | have
answered. | may only hope that the vantage pdiatve posed is clear enough to offer a better focus,

through future research, on the phenomenon of ilsigumetaphor.
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Deliberate Metaphor Affords Conscious

Metaphorical Cognition

Contrary to what is assumed in Conceptual Metaphor Theory (CMT), the conceptual power of metaphor
may not lie in its widespread unconscious use but in its more limited and targeted deliberate use, which
may or may not give rise to conscious metaphorical cognition. Deliberate and conscious metaphorical
thought is connected to the general functions of all conscious thought as described by Baumeister and
Masicampo (2010). Their theory provides a basis for demonstrating how deliberate and conscious
metaphorical cognition facilitate social and cultural interactions, by reconsidering Musolff’s (2004) analysis
of metaphor in political discourse on European integration. The paper concludes by formulating some
implications of CMT’s neglect of conscious metaphor and of deliberate metaphor more generally. If the
power of metaphor lies in thought, as has been held by CMT for thirty years, it may be that conscious
rather than unconscious cognition — or, more generally, deliberate rather than non-deliberate metaphor
use — enables that power. Given the relative infrequency of deliberate and conscious metaphor use, this, in
turn, may entail that the online effect of metaphor is more restricted than has been assumed over the past
three decades.

Keywords: metaphor, Conceptual Metaphor Theory, intentions, attention, consciousness.

1. INTRODUCTION

The idea that metaphor is a matter of thought aoglage has revolutionized the field. The recent
Cambridge Handbook of Metaphor and Thou{Btbbs, 2008) bears testimony to the explosion of
cognitive-scientific metaphor research over the gdasades by offering a thoroughly renewed version
of the picture provided by its predecessor (Ortdr®83), itself a revised edition of the classicuwoé
appearing fourteen years before. One importantgddtis cognitive-scientific re-conceptualizatioh
metaphor is the proposal of the existence of sedalonceptual metaphors: extensive, systematic,
complex, entrenched mappings across distinct cénabgomains that are activated during all sorts of
cognitive tasks (Lakoff 1993, 2008; Lakoff & Johns®980, 1999; Gibbs 1994, 2006). Familiar
examples includelIFE IS A JOURNEY, ARGUMENT IS WAR THEORIES ARE BUILDINGS LOVE IS A
DISEASE, ORGANIZATIONS ARE MACHINES TIME IS SPACE andHAPPY IS URP The fruits of and issues
raised by thirty years of Conceptual Metaphor Thd@MT) are considerable and have been widely
summarized and reviewed: e.g., (Gibbs 2011; Stééi,2011a).
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Yet one fundamental question has been neglectedditinction between metaphor as a matter
of conscious vs. unconscious thought. Almost altapleor research — especially in CMT — has
focused on metaphorisnconsciousharacter. Consciousness has been a controvissi@ over the
past decades (see e.g. Baars & Gage 2010); thisbmagyne reason why conscious metaphorical
cognition has been ignored. The more importantorgasowever, is CMT's central, provocative claim
that most metaphor works automatically and unconsty.

Over the past decade, a number of discourse agabgste inspected this claim critically and
drawn attention to deliberate metaphor (e.g., Cam&003; Goddard 2004; Charteris-Black 2004;
Mdller 2008; Semino 2008; Steen 2008, 2010, 20&fl&ibbs 2011). As a result of these discussions,
| have argued (2011b) that a distinction is neeletiveen conscious metaphorical thought and
deliberate metaphor use. | define conscious metagathdhought as cases of deliberate metaphor use —
in production or reception — whereby the languager yays attention to their use of metaphor for
making cross-domain comparisons. This takes pladie deliberate metaphorical design of texts,
products, organizations, etc. Yet awareness of phetaas metaphor is not a necessary precondition
for metaphor being used deliberately: the intertiarse of metaphor as metaphor need not become
conscious, just as many other intentional actieedmot become conscious (Gibbs 2011). Deliberate
metaphor affords conscious metaphorical thoughtsoubt the same (Steen 2011b).

| define deliberate metaphor (2008, 2010, 2011ajrasnstruction for addressees to adopt an
‘alien’ perspective on a target referent so asottilate specific thoughts about that target from t
standpoint of the alien perspective. Typically tissachieved by some form of explicit, direct
metaphor, such as simile. Such metaphors are pyopaticessed by comparison; however, this can
happen without any attending awareness that tlgeiésge user is dealing with metaphor.

I will first analyze the complex relations betwedsliberate metaphor and consciousness. Then |
will frame both deliberate and conscious metaplss in thetheory of conscious thought offered by
Baumeister and Masicampo (2010). | will apply thganeral claim — that conscious thought is
essential for facilitating social and cultural irgtetion — to metaphorical thought in political discse
on European integration (Musolff 2004). | will aggthat not just conscious metaphorical thoumgtit
all deliberate metaphor use facilitates social anduralltinteractions. Future research must establish
which deliberate metaphors give rise to conscioegphorical cognition, why, and to what effects.

In the final section, | will spell out the most iontant implications of these ideas for CMT. The
power of metaphor may reside not in its unconscimes as CMT has claimed, but in its conscious
and — more generally — in its deliberate use. Heddo conscious and deliberate metaphor is they t
involve observable, online, cross-domain mappings, (processing by comparison); non-deliberate
metaphor does not necessarily require the useaf soline mappings (Steen 2008). This proposal
raises new questions about the structure and matf metaphor — questions addressed in a new

theory of metaphor working in new directions attarty years of CMT (Steen 2011a).
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2. DELIBERATE METAPHOR

A wonderful and well-known deliberate metaphorasrid in the first twelve lines of Shakespeare’s
Sonnet 18, reproduced here from (Booth 1977):

Shall | compare thee to a summer's day?

Thou art more lovely and more temperate:

Rough winds do shake the darling buds of May,

And summer's lease hath all too short a date;

Sometime too hot the eye of heaven shines,

And often is his gold complexion dimmed;

And every fair from fair sometime declines,

By chance or nature's changing course untrimmed:

But thy eternal summer shall not fade,

Nor lose possession of that fair thou ow'st,

Nor shall death brag thou wandrest in his shade,

When in eternal lines to time thou grow'st.

So long as men can breathe or eyes can see,
So long lives this, and this gives life to thee.

Sonnet 18 offers an extended metaphorical compatisat introduces all the important characteristics
of deliberate metaphor (Steen 2010, 2011a). Deltbemetaphor isnetaphoricalbecause it maps
correspondences from one conceptual domain to andthis deliberatebecause it involves people
using metaphoas metaphor: it makes intentional use of somethinthilok about something else. In
Sonnet 18, this is made linguistically explicittive subtly playful first line, ‘shall | compare #hé¢o a
summer’s day?’ Seemingly, the poet intentionallggents a metaphorical taunt to himself, then rises
to the challenge by producing a brilliant exerdiséigurative thinking. Deliberate metaphor invodve
paying attention to a source domain during onliragdpction or reception, in order to engage in ¢ross
domain mapping — whether this comparison targetereal resemblance or proportional analogy,
includes irony or overstatement, is new or converai, etc.

All of this contrasts sharply with non-deliberatetaphor, as when one uses spatial prepositions
to talk about e.g. timeifi 1999") or emotions {h love’). When encountering such expressions, people
do not pay attention to space to think about timernotions. It is quite possible that people do not
even activate concepts of space in unconsciousepsowy. How much unconscious, automatic
metaphor processing is based on online cross-domapping remains an open empirical question,
even though it is a central tenet of most cognilirguistic research on CMT. The alternative view
holds that language users may simply disambigiretepositionn lexically before starting to build
conceptual structures — and not set up cross-domappings in unconscious cognition at all (Steen
2008, 2011a). Much processing of metaphorical laggumay take this form. Just because the
linguistic structures are metaphorical does notmibat the cognitive processes must be, too.

Deliberate metaphor is based in online compari#tsnfunction is to change the addressee’s
perspective on some referent in the discourse: tiemaf what is attended to, and conceptually

represented, during processing. In the first lifeShakespeare’s sonnet, readers cannot avoid
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attending both to ‘lover’ and ‘summer’s day’: t@duage instructs them to represent both when they
process the sentence in working memory. As | viidvg, non-deliberate metaphor is different.

Building cognitive representations of deliberateapaoras metaphor — including shifting one’s
perspective from a target-domain referent to ac®domain perspective on that referent — may, or
may not, be recognized by language users as "doetgphor”. When this does happen, it leads to
metaphor recognition and, hence, conscious metagahoicognition. Spontaneous metaphor
recognition is possible because deliberate metdionoes people to shift their attention away frdva t
target domain referent and adopt another refelesii@dpoint created by a deliberately introduced
‘alien’ concept — then use that as a source frorthvto re-view the target. In Sonnet 18, the source
and target referents are explicitly juxtaposechim first line. The following lines verbally themesia
selection of the many potential correspondencesvdmet the two domains. These cross-domain
mappings are the focus of attention when peopld tha text — allowing them to recognize the
references as involving metaphor and so producimgaious metaphorical cognition. Yet this is not
an obligatory consequence of processing delibemag¢aphor. It is more correct to claim that
deliberate metaphor affords conscious metaphocimgtition (Steen 2011b).

Before proceeding to elaborate the relationshipveeh deliberate metaphor and conscious
metaphorical cognition, some more ideas on delibareetaphor are in order. Shakespeare’s poetry —
Elizabethan poetry in general — is full of extenddgliberate metaphors, including the famous
‘metaphysical conceits’. Of course, metaphors aedweliberately in all sorts of linguistic forno f
all sorts of communicative purposes in all sortslistourse. Top Gear presenter Jeremy Clarkson is
no Shakespeare, but he has a web page of magitapbmmoes, featuring some of the most outrageous
of his deliberate figurative comparisons. Thesecslly involve overstatement and humour: e.g.,
‘Aston Martin DB9, that's not a race car, that'snegraphy’ or ‘this air conditioning feels like tigs
an asthmatic sat on my dash-board, coughing at Mheré serious instances of deliberate metaphor
can be found when complex or unfamiliar topicsexglained by explicit comparison with something
simpler and more familiar, as in this quotatiomirdime Magazinel7 July 2000:

Imagine your brain as a house filled with lightavNimagine someone turning off the lights
one by one. That's what Alzheimer's disease doearris off the lights so that the flow of
ideas, emotions and memories from one room to &x¢ slows and eventually ceases. And
sadly--as anyone who has ever watched a pareifjrigs a spouse succumb to the spreading
darkness knows--there is no way to stop the liffois turning off, no way to switch them
back on once they've grown dim. At least not yet.
When the Dutch right-wing politician Geert Wildespoke of ‘a tsunami of Islamization’ washing
over the Netherlands, the worglinamistill meant what it meant before it was conventizea as a
hyperbolic version of metaphoricsireamsor floods He deliberately — quite possibly, consciously —
invoked the image of recent natural catastrophi&dlonesia and its neighbouring countries as the
source domain to look at the development of Islanthe Netherlands. His goal was to appeal

maximally to fear and have maximal persuasive efiaahe right wing of Dutch politics.
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Deliberate metaphors occur in a wide range of listgu forms and conceptual structures and
serve a wide range of communicative functions. iTlaeialysis is a prerequisite for understanding
which deliberate metaphors typically elicit consiganetaphorical thought, and when. Their linguistic
form may range from a single word or phrase toaaiset, a paragraph, or even a complete text. They
may invoke local wisdom in the form of a saying moverb, a novel insight, a joke, or another
conspicuous rhetorical ploy. They may present elddrmetaphorical comparisons within or between
paragraphs or speech turns for purposes of exjganand instruction, encompassing metaphorical
models expressed in such conventionalized textdamfairy tales, allegories, parables, and myths:
all are diverging forms of deliberate metaphorwhich the sender asks the addressee to change
perspective and intentionally look at somethingeims of something else.

The conceptual structures of deliberate metapharsnat necessarily or even typically novel
(Mller 2008), as Semino (2008) suggests — or oppds conventional metaphor, as Cameron (2003)
suggests. The ‘tsunami of Islamization’ is nothimgt an exaggerated version of the conventional
conceptual metaphor by which large quantities aamtpressed as streams of liquid: one often used
by right-wing politicians to talk about immigratiq€harteris-Black 2006). Similarly, descriptions of
Alzheimer’s disease in terms of lights going ouaiihouse evoke a concrete image of the conventional
conceptual metaphor by which understanding is coetpto seeing. Overall, 99% of metaphors are
conventional (Steen, Dorst, Herrmann, Kaal & Kreagm2010; Steen, Dorst, Herrmann, Kaal,
Krennmayr & Pasma 2010), meaning that the bulk elibdrate metaphor is conventional, too. It
typically involves the phenomenon @vitalization (Muller 2008), which has been neglected in CMT
but might offer one reason why deliberate metaghorbe so powerful.

The communicative functions of deliberate metaphoe diverse, as the above examples
illustrate. Somehow, they must be related to theated genre event within which the deliberate
metaphor is used (Steen 2002, Semino 2008). Depegdi howcommunicative functiors defined,
deliberate metaphor may function to signal a paldicstyle (e.g., the way Jeremy Clarkson talks) or
register (e.g., the language of the novel) of diqdar discourse event, its content (e.g., a sifien
topic), its type (e.g., a type of narrative or angunt), its goal (e.g., persuasion, information, or
instruction), its domain (e.g., literature or radig), and others of its discourse aspects (Ste6g)20

The linguistic forms, conceptual structures, anchiwmnicative functions of deliberate metaphor
are all part of a situated genre event in whichppease language to think and to interact with each
other. It is to be expected that properties ofimlistgenres constrain the variation of these three
dimensions of deliberate metaphor (Wee 2005) -hag may of non-deliberate metaphor (Semino
2008). Wee suggests that explanatory function aocdnatructed source domain go together; but the
Shakespearean example shows that other functiopbena play.

Awareness of the role of deliberate metaphor agphetr — as a rhetorical ploy — may vary for
genre-constrained reasons. Although it is diffictdt forget that Sonnet 18 is one extended

metaphorical comparison, other uses of deliberag¢apimor may give rise to brief glimpses of



DELIBERATE METAPHOR AFFORDS CONSCIOUS METAPHOR | 184

awareness soon submerged in the more importaneomof a specific genre event. Large-scale
corpus work is needed to create sophisticated,jgganodels that are empirically valid and can be
used in subsequent behavioural research, examitieg deliberate metaphor gives rise to conscious

metaphorical thought.

3. DELIBERATE METAPHOR AND CONSCIOUS METAPHORICAL THOUGHT

What, exactly, makes all these metaphors deliberatel how does this relate to conscious
metaphorical thought? An answer involves takingaser look at the relationship between words,
concepts, and referents: general linguistic andodise-analytical notions that can usefully beteela
to a well-known psychological model of discoursegassing by recalling the distinction between
surface text(words),text base(concepts and propositions), asitbation model(referential state of
affairs as depicted by any given discourse) (sge MacNamara & Magliano 2009). Approaching
metaphor this way allows for a sophisticated, weditivated picture of the distinction between
deliberate and non-deliberate metaphor use inoal& conscious metaphorical cognition.

For the clearest cases of deliberate metaphositintion is simple: words and concepts directly
posit ‘alien’ referents in the situation model te bonstructed during online comprehension; these
referents must somehow be integrated for the drsecw stay coherent (Steen 2007). The first line o
Sonnet 18 establishes a cross-domain mapping blcigypevoking and contrasting two distinct
concepts with two distinct referents. In discoyssgehology terms, readers must represent the first
line as surface text, text base, and situation insdeh that two concepts are explicitly and sefedya
activated: the main referent — the addressee enigpared to an ‘alien’ referent: a summer’s day.

The referents through the rest of the poem belortgdse two, distinct conceptual domains. One
pertains to the lover, the ostensive addressebeokonnet; the other to a summer’s day. Both are
concepts in the text base and referents in that&itu model in their own right. One has a different
status from the other, being the ‘true’ refererd amerall topic of the discourse: the beloved, \d@dw
anew from the alien perspective of a summer’s &ay.most of the poem, the reader must compare
aspects of the one referent to aspects of the:atger ‘more’ in Line 2, the implied contrast inds 3
and 4, etc.; if the reader does not do this, thefedls apart or loses its point. Suddenly it @ng
unconnected referents attended in isolation frooh egher.

All this is a matter of intention and attention ut Imot necessarily of consciousness, either on the
part of the reader or the writer (Baars & Gage 200Me may safely assume that all language use is
intentional: i.e., it is goal directed, relateddome knowledge- and interaction-oriented genre teven
such as writing or reading a sonnet. One may asomae that all language use involves attention — at
least to those concepts evoked by the content wbidsourse processing — in production or reception
— is an intentional form of attending to languagictures, representing them at various levels in
working memory as part of the developing surfacg text base, and situation model. This is not the

same as conscious processing or conscious tho@giatfd 1994): what is represented in working
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memory on the basis of intention and attentiomvailable for conscious attention; it remains an
empirical question whether — and, if so, which pes$s of cognitive representation impinge on
consciousness. One factor clearly concerns theoulise structure and function of deliberate
metaphor; | will now take a closer look at it.

Extended comparisons — and their shorter variamsjes — are direct metaphors (Steen 2008,
2010; Steen, Dorst, Herrmann, Kaal & Krennmayr 2@&t@en, Dorst, Herrmann, Kaal, Krennmayr &
Pasma 2010). They directly express source-domdarems such as ‘summer’s day’ or (in the
Alzheimer’s example) ‘a house filled with lightsiat the addressee cannot but represent and attend t
separately. In Sonnet 18, lines three and four paesumably processed in working memory as
containing a set of source-domain elements in trenfof linguistic, conceptual, and referential
discourse representations; all must be integrattthe target domain of the developing text. This
demands attention and processing effort; it aff@dsoncomitant degree of awareness that the alien
elements are, indeed, alien; but such an affordavemal not be realized. Direct metaphors are
deliberate by definition. The more extended or higited they are or the more prominent their
source-domain appearance, the greater the chaatethy impinge on consciousness and elicit
conscious metaphorical thought.

Direct metaphors should be differentiated fromrnedi ones, which constitute the typical case for
linguistic expression of cross-domain mappings: 98%ll metaphor use in natural discourse (Steen,
Dorst, Herrmann, Kaal & Krennmayr 2010; Steen, Dokerrmann, Kaal, Krennmayr & Pasma
2010). Consider the phraaéhouse filled with lighte the Alzheimer’s example: it directly indicates
referent in the source domain of buildings, usedetwiew the referents in the target domain of
Alzheimer’s disease. The lexical ufilled, however, is a different metaphor: an indirect apbor
embedded in the source domain ‘house’ (Lakoff 1@88ps 1993). My choice of terminology reflects
the assumption, first, théitl has a basic meaning to do with putting somethisglexsome container;
and, second, that not this basic sense but sonee, otfore abstract sense is in play in using thislwo
in this context: something like ‘equipped with fraop to bottom’. The contextual sense ‘equipped
with from top to bottom’ contrasts with the basémse ‘filled’. Semantically, the basic sense affoad
mapping to the contextual sense — which is why dbetextual, metaphorical meaning is called
indirect (Pragglejaz Group 2007). According to CMfie figurative sense is derived, online, by a
cross-domain mapping from the more basic senghisrtase, ‘put something inside some container’.

In general, indirect metaphor profiles the metajwabror figurative sense of a word in a text;
typically, the basic sense of source-domain terensains hidden in the background, irrelevant — so
the container sense of “filled” is downplayed. Titighat differentiates indirect from direct metaph
direct metaphor profiles the source-domain sensewbrd in context; it is that sense that is needed
for activating the correct concept and setting lu@ ¢orresponding referent. & house filled with

lights, the language instructs the addressee to attethe ource domain ‘house’ as a genuine house.



DELIBERATE METAPHOR AFFORDS CONSCIOUS METAPHOR | 186

With direct metaphor, there is always an observadskperienced incongruity between source-
domain terms on the one hand and the encompassigetdomain frame on the other: e.g., a text
about brains that suddenly talks about the lightmg house. Because the incongruity is semanyicall
and referentially observable, direct metaphor may dalled deliberate: it is an intentionally
constructed mapping between two semantic and ctualegiomains. Itdeliberatelyuses metaphor as
metaphor. The source-domain concephadise filled with lightss ineluctably present in the language
user’s discourse representation and attention;ithtsirn, affords conscious metaphorical cognition

With indirect metaphor, linguistic incongruity ondrises if one assumes that a metaphorically
used word likdilled is approached via its basic sense. Only then doeshave a comparable situation
to the one with direct metaphor: only then is themdncongruity or referential clash between ‘mgti
something inside a container’ and the lighting dlobase. When linguists identify indirect metaphor i
natural discourse, they assume the priority of dashses (see e.g. Charteris-Black & Ennis 2001;
Cameron 2003; Charteris-Black 2004; Pragglejaz @&007; Semino 2008; Steen, Dorst, Herrmann,
Kaal & Krennmayr 2010; Steen, Dorst, Herrmann, K&knnmayr & Pasma 2010). Yet such an
assumption is highly questionable for describingway language users process words when reading
a text. Indeed, Rachel Giora (2003) has shown ttiatdistinction between basic and metaphorical
senses doesot drive the psycholinguistic process of lexical ascén a way that prioritizes basic,
concrete, literal senses. Instead, the most saiense of a word, in context, gets privileged in
extremely rapid fashion, and ‘most salient sensesphatically include conventionalized figurative
senses. Prioritizing the basic sense of a metagdityriused word may be adequate for technical
metaphor identification and analysis, but it clgasl not what people do when they process metaphor
in reading or listening.

Quite possibly, most words that may be identifisdveetaphorical from a linguistic perspective
are disambiguated in processing at the linguishi@l, the appropriate contextual and metaphorical
senses getting rapidly privileged over other, mtasic’ ones, simply because they are the most
salient (Steen 2008, 2011a). This could be why miadirect metaphors are not experienced as
metaphorical or deliberate, let alone as giving ts conscious cross-domain mappings: they may not
trigger any metaphorical cross-domain conceptuglpimgs in the first place. | suggest that thishis t
case for the indirect metaphfilted in ‘imagine your brain as a house filled with lightfilled gets
disambiguated lexically, then activates the abstcamncept ‘equipped with from top to bottom’
without any detour via some more basic spatial ephpertaining to containers.

(In)directness and (non-)deliberateness are ortiageariables (Steen 2011ef, Miller 2008),
pertaining respectively to the linguistic form acommunicative function of metaphors. Metaphors
can be expressed in forms that are direct or iogiiladependently, they can be used deliberately or
non-deliberately. This explains how indirect metpban be used deliberately. In the passage on

Alzheimer’s disease, one finds a number of inditmat deliberate metaphors. Once the reader has
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processed the first three sentendasggine your brain as a house filled with lightsow imagine
someone turning off the lights one by one. Thaiatwlzheimer's disease does.

the fourth sentence moves into indirect metaphoiturns off the lights so that the flow of ideas,
emotions and memories from one room to the nextsland eventually ceases’. The metaphor is
indirect: the constructioit turns off the lightsets up a referential situation where Alzheimdrsease
(‘i) slows down the flow of ideas. The contextualeaning ofturns off the lightsis indirect,
designating referents in the target domain ‘slowmohe flow of ideas’), not the source domain ‘turn
off the lights’. At the same time, the indirect ayghor is clearly deliberate.

Deliberate metaphor affords conscious (metaphgrtbalught because source and target domain
concepts are separately activated and attendedvwtorking memory. They are metaphorically related
concepts and referents coming from distinct domaing co-occurring in one utterance. This
deliberate juxtaposition, which sometimes happeitls indirect metaphor, may be inherent to direct
metaphor. When, exactly, deliberate metaphor —réetlior direct — elicits conscious metaphorical

thought is a separate question.

4. METAPHORICAL MODELS IN SOCIAL AND CULTURAL INTERACTIONS

Baumeister and Masicampo (2010) have recently exdfer new, general theory of conscious thought
that presents an opportunity to frame the abov@qsals in a more encompassing, independently
motivated approach to cognition. They describe cions thought as simulation of events, especially
for future use in sociocultural interactions. Coass thought constructs sequences of idea units tha
are typically applied to situations away from therénand now: past (conscious remembering) and
future (conscious planning), as well as counteu@c{conscious reasoning), imagined (conscious
design), and desired (daydreaming). The propogal ithin Tomasello’s (1999) evolutionary
perspective on the development of human cognitemgording to which ‘culture transformed primate
cognition into human conscious thought’ (2010: 9%2¢an be framed as well in such general models
of attention and consciousness as the one expounydBdars and Gage (2010).

Although Baumeister and Masicampo do not make ¢tmaection, their theory bears fundamental
resemblances to Wallace Chafe’'s (1994) accountoofaousness and its relation to language,
cognition, and communicative discourse. Both threorare indebted to Baars (1988, 1997). Like
Baars, Baumeister and Masicampo take consciougjithaas a workspace or ‘theater’, not just for
dealing with the here and now but — again — forusiting events away from the immediate present:
‘conscious thought enables the processing of inftion from culture so that the human mind can
operate within it' (2010: 955). Compare this withat Chafe (1994: 38-39) writes:

Consciousness, then, is regarded... as the crudeafane between the conscious organism
and its environment, the place where informatiamfithe environment is dealt with as a basis

for thought and action as well as the place whetermally generated experience becomes
effective — the locus of remembering, imaginingy &eling. It might not be too much to say
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that the purpose of both behavior and thought satsfy the interests of the organism as they

are represented in that organism’s consciousness.
Deliberate metaphor requires attention in workirgmory to certain aspects of a source domain; this
is done to provide a new, external perspective @mes target-domain referent. Baumeister and
Masicampo would see it as an instance of consdioogght, either for inner reflection or social
interaction, that may arise in isolated thought$ isumore typically embedded in encompassing
conceptual structures that amount to narrationjraegtation, or other trains of thought. Although
many issues remain about what counts as consdiouglit — including the presence or absence of
awareness that one is dealing with metaphor aspimata- Baumeister and Masicampo’s framework
provides opportunities for further developing tthhewee proposals regarding deliberate metaphor.

Crucially, what is initially available for conscistwhought about a deliberate metaphor, at the first
moment it is used in discourse, is not the comptedss-domain mapping in all its conceptual detail.
What is available is only the proposition that egzes the mapping: consider the ‘tsunami of
Islamization’ or the first line of Shakespeare’snBet 18. As the previous section suggests, a
potentially conscious metaphorical idea is a pramosavailable to working memory; it needs to be
represented as a metaphorical idea in the text basesituation model capturing the ongoing
discourse (Steen 2011c). The initial limitationadfention — to just the proposition expressed thés
reason why some (or many) deliberate metaphorsresglaboration — either by the same speaker, in
the form of a story, an argument, etc., or by opmakers through questions, comments, or critiques
Social interaction and public discourse provide plraform where this elaboration into partially and
publicly shared metaphorical models takes placepli€ating the meanings of some metaphorical
mappings is hard work indeed: it requires time metimes extending into years — and can often go in
unexpected or even contradictory directions (BliddacMillan 2005).

This analysis reveals the complex interaction betwéhree realities that always partake in
discourse: (a) semiotic meaning potential, (b) mscmous and conscious cognition, and (c) social
interaction (Steen 2011a). The engine of thistaikl interaction may lie in logical reasoning. iczd
reasoning enables working with thought sequendes..greatly increases the practical value of
information. It enables the mind to realize newhsubased on information it processes. Thus, ane bi
of informational input can lead to multiple use@winclusions’ (Baumeister & Masicampo 2010: 953-
954). In the case of deliberate metaphor, thishappen in monologic discourse, in connection with
argumentation (Shakespeare) or exposition (Alzhegrdisease). It is the basis of much discourse-
analytical work in CMT (e.g. Semino 2008), whichshemphasized the power of metaphorical
reasoning from the start; but that research tylyicehs not considered what is specific to the
deliberate or conscious nature, power, and danfemetaphor. The work of Baumeister and
Masicampo allows that basic picture to be refingulpwing how conscious metaphorical thought

facilitates social and cultural interactions. Nastjthe conscious use of deliberate metaphor hss th
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effect: so long as the language makes clear thiheocomparisons are inevitable, all deliberate
metaphor has the same function.

Andreas Musolff’'s (2004) work on metaphor in poli discourse on Europe is quite revealing.
He focuses on the way various conceptual metaphave framed public debate about European
integration. He is not a typical representativeGd T, by any means: he has consistently argued
against CMT’s ‘unconsciousness’ and ‘automaticildims in relation to political discourse. Given
his approach to discourse, he has not thematizedlifference between deliberate and conscious
metaphor on the one hand and non-deliberate, uoiouss metaphor on the other. He assumes
metaphor to be a conceptual product of and inflaemn people’s thoughts, attitudes, and
argumentation strategies without further differatitig how it works in (un)conscious thought in
individual minds. For my purposes, however, moghef metaphors that Musolff studies can serve as
crystallization points for logical reasoning abgaissible future cultural scenarios — which normally
would make them deliberate and potentially consid\ brief glance at his data shows this to be
correct, as | will now illustrate.

The first empirical chapter of Musolff's monogrageals with metaphorical conceptualization of
nation states as persons, which facilitates tholabout political alliances as marriages, family
relationships, etc.; for example (Musolff 2004::28)

Within the LOVE-MARRIAGE scenario, British media often comment almost tribengly on
apparenmarriage problem®f the Franco-Germacouplethat might lead to &reakdownor
gradualcooling down of the partnershignd provide Britain with a chance to establish a
ménage a trois
Many of the examples leading to this conclusioroine deliberate metaphors that expressly exploit
the available conceptual possibilities of the mitajzally used. OVE-MARRIAGE scenario. They do so
to think, talk, and communicate about a complextipal situation in the more familiar terms of a
marriage or family relationship. Here is one quotedcerpt where metaphorical comparison is
inevitable (Musolff 2004: 27):
The pound’sshotgun separatiofrom the exchange rate mechanism is proving paifdul
both Britain and the rest of EuropEhe two-year marriage itself was unhappyAs in most
marriage break-downs, there have been faults oh biates.Sterling and the German mark —
both big internationally traded currencies — weveagis going to beineasy bedfellows.
For all its differences, this analysis is still qoatible with CMT. What Musolff harot noted is that
the important workings of metaphor in discourse nhey due to its deliberate rather than non-
deliberate use. This is even possible allowingdigerging attitudes and viewpoints on the samectopi
in the British and German press. In this type dbligpudiscourse, metaphor operates by a typically
deliberateexploitation of the semiotic potential of the nptarical conceptual and linguistic systems
as metaphor quite likely in the conscious thought of theaspr and quite possibly in the conscious

thought of their readers, who realize new metagabperspectives for sociocultural interaction.
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Consciousness of metaphor and its deliberate usbdtorical and argumentative purposes in the
service of political and cultural ends does, byiefliecome an explicit theme at the start of th@seéc
empirical chapter. Musolff draws attention to Margal' hatcher’'s awareness of metaphor, as reported
in The Timesof 31 October 1992. ‘Misleading analogies suchthesEuropean train leaving the
stationhave been used in the debate, she sHythat train is going in the wrong direction isibetter
not to be on it at allThe Newspeak of Orwell has returned as EMU spe@Wusolff 2004: 30).

Skilful orators have no problem turning misleadimgalogies inside out to become similarly
misleading analogies in the opposite directionsTidiwhere logic and conscious thought make use of
deliberately metaphorical propositions to develogtire metaphorical scenarios and arguments that
lead people to novel perspectives and standpdistddusolff shows throughout the chapter — which
goes on to explore the metaphorical applicatiom 0bURNEY scenario in political arguments over
political integration — such a metaphorical modehot only available but, indeed, widely and often
consciously exploited in the rhetoric of politiciaand the media, all of whom all attempt to uderit
their own purposes (2004: 60). If the metaphorinadel is contested — as typically happens in this
arena — it can be used in critical and subversiggswn public debate (2004: 61). This commonly
involves a form of deliberate metaphor. In spit@r—because — of its deliberate use, a contested
metaphorical model keeps exerting power over argwatien and argumentative conclusions,
including conscious thought and the political atfteo actions that follow (2004: 61).

In a later chapter dealing with Europe asc@Y POLITIC, Musolff demonstrates how the use of
contested metaphorical models with their pithyclgihrase expressions can, over time, become the
topic of multi-party discourse. Although he doed point this out, deliberate, possibly conscious
metaphor use turns out to be the crucial explapdéator in this process.

In the course of the public debate within a disselsommunity, micro-traditions of metaphor
use emerge, in which specific scenarios and sptmiaulations (e.gpremature birth, being
at the heart of Europe, Eurosclerosis, the sick roarEurop@ become the foci of further
extensions, variations and reinterpretations. Theseerging traditions culminate in
“conceptual contests’, in which no major partictgarthe public debate can afford to remain
silent; hence a sudden inflation of tokens for tkepective scenarios in the corpus at
particular points in the discourse history of tbammunity. Some of these contests become so
prominent that they are reported in a neighboudisgourse community (such as the British
claims of beingat the heart of Europthat were commented on in the German media) (2004:
112-3).
Later (2004: 14ft.), he develops this into an analysis of what héscahetaphor negotiation”. The
dynamics of deliberate and non-deliberate metaphotanguage, thought, and communication
comprise nothing less than discourse career of metaphowhich may best be described with
reference to certain cultural and historical bouisda

The phrasaliscourse career of metaphi coined, demonstrated, and elaborated in dietal

chapter on the development of the metaphor of Ehedpean house’. Once again, the composite

materials comprise a large number of — clearly bdeite — metaphors requiring processing by
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comparison, such as: ‘Mikhail GorbachexCemmon European Housaways raised hecklesag
anyone who has ever shared a flat with a large reggjve, rather untidy person with little money wil
understanyl (2004: 134). Many of these deliberate metapheqsress metaphorical models that are
contested so intensely that they evolve into tlogiposite equivalent: the value and attitude they
initially represent in political argument gets tedninside out. The ‘European house’ was launched as
a positive image of the European integration pitopett later became a house whose building plans
were seriously flawed. Conscious metaphorical thbuwnables people to spell out hitherto implicit
entailments; in turn, these can be used to critictze model and either exploit it in another —
sometimes even opposite — way or abandon it alieget

This is how deliberate metaphor affords conscioasaphorical thought, which then facilitates
sociocultural interactions — as one would expetibdeate metaphor relates to the general functidns
conscious thought described by Baumeister and Magio (2010). Not only does this happen with
the contested metaphorical models Musolff descritbest also with the time course of official
metaphorical models in e.g. education and scieimaplicit metaphorical models in low and high
culture, and emerging metaphorical models in imgtihal and more private settings (Steen 2011a).
This is precisely where the linguistic (or semiptiimension of symbolization, the individual (or
psychological) dimension of (un)conscious thougtrig the interpersonal (or social) dimension of
interaction come together, leading to the develogroénew metaphorical models in discourse; these,
in turn, feed into culture, including the macro-dons of science and education, literature and the
arts, the mass media, and professional and perditmalThey can also feed back into language,
individual thought, and social interaction. Forstho happen, all these parameters are requireddan o
complex configuration of discourse events. Throtlgtse processes, metaphorical models affect the

dynamics of culture and history — and, perhaps) ewelution.

5. IMPLICATIONS FOR CONCEPTUAL METAPHOR THEORY: FROM
CONCEPTUAL TO DELIBERATE METAPHOR

For sake of argument, | suggest evaluating CMTeiation to deliberate and conscious metaphor
starting from the following challenging suppositiat any moment in recorded modern culture and
history, thought-based metaphor begins with dediteer metaphor, which may impinge on
consciousness. As | have shown, both deliberataphet and its potentially conscious realization
may be either quite restricted or extended. Dediteemetaphor need not be new at the moment it is
used: it may well involve the revitalization of anfiliar linguistic metaphor, or the coining of the
novel linguistic expression of a fully conventiomaétaphor in thought. When this happens, deliberate
and conscious metaphor triggers the inferentiabaeimg at the centre of discussion in cognitive-
linguistic treatments of metaphor's cognitive poweéfowever, | have introduced one crucial
difference: a substantial number of these metapabnieasoning processes are conscious not

unconscious, and more often deliberate than nabeatate.
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The difference between deliberate and non-deliberatetaphor is essential. It allows for
diverging — even contradictory — uses of the saomceptual structure that lies dormant beneath
linguistically expressed metaphorical ideas (MU608). Comparisons, carried out deliberately, can
be pointed in many directions, as illustrated bgnatous examples in the domain of political debate.

This theoretical differentiation allows for precismalytic engagement with the dynamics of
metaphorical models playing a role in politics, ealion, science, business, the media, arts, litexat
etc. When a particular metaphorical model has hmmrsciously developed through a number of
distinct discourse events, the conceptual conmegtibus created may become conventionalized and
automated — and so subsequently available for wodauns use. The extraordinarily fast workings of
this process have been demonstrated experimebtaBpwdle and Gentner (2005).

From Baumeister and Masicampo’s point of view, flrecess is predictable (2010: 948):
“conscious thought is for incorporating knowledgel aules for behaviour from culture. Over time,
automatic responses then come to be based ondhatnput™. This is exactly the position George
Lakoff has promoted over the past decade in higrgdts to influence the American political scene. In
The Political Mind (2002), he basically acknowledges the need for a@ions metaphor use,
negotiation, and eventually intervention by meainsritical discourse analysis and civic participati
to set up new metaphorical models more apt towehlcurrent sociocultural interactions than the ol
ones. He even wants people to do this as a wagneiwing their brain structures. This is completely
in line with Baumeister and Masicampo’s views oa tklation between conscious and unconscious
thought (2010: 948; see also 2010: 964): ‘we atiraethe impulse originates in the automatic system
The role of conscious thought is to reshape... apdoggam... those automatic responses through
input from culture, as well as to simulate the eéwaentally before doing it — perhaps also discugsin
it with real or imagined people.” Conscious metaptal cognition can change one’s experience of
the world.

Yet this is not the whole story, because this aialpeed not lead to the conclusion that the
metaphorical meanings accrued by one or anothguibtic expression or conceptual structure via the
above processes are always, and automaticallypeomhen metaphor isot used deliberately. It is
this classic CMT assumption that | would like tcegtion. In Section Three, | hinted at an altexaati
explanation for the use of these metaphorical siras in language, via shallow processing and
lexical disambiguation of metaphorically polysemadesms (see also Steen 2007, 2008, 2011a).
Consider the following proposal: the semiotic syseof language and thought indeed display many
systematic metaphorical structures, but these wavoheaning potential at a semiotic or symbolic
level. This systematic meaning potential is abstichdérom the semiotics of thousands if not millions
of usage events in text and talk. It is psycholalyycavailable to individual minds as well as soecio
culturally available in such public repositories distionaries, encyclopaedias, textbooks, and the
cultural canon. At the same time, its psycholog&atl sociocultural instantiation is likely always

partial, and not full-fledged representation (ShaB96). This is why the complete metaphorical
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systems are semiotic meaning potentials that amnstructions. The crux is that these systemsatre n
necessarily activated during language users’ urons cognitive processing. The full cross-domain
mapping potential of any metaphor may remain dotrdanng regular discourse processing — unused
as a cross-domain mapping — simply because peaplelisambiguate lexical items in fast, shallow
fashion, so they do not need to consider underlgmceptual structures. Why would they go to all
this trouble if they had the conventionalized mbataal senses at their immediate disposal, too?

All of this is to suggest that metaphor in languaged not give rise to metaphor in thought (in
the sense of cognitive processing), as CMT hameldi Most metaphor in language may be processed
in non-metaphorical ways, raising a potential paxa(Bteen 2008). A target domain may indeed get
partially structured in terms of a source domaiardime, as has happened for time in terms of space
This doesnot mean that language pertaining to the target domsaihways still understood indirectly,
via the source domain. It may be understood direbtt lexical disambiguation or shallow processing.
This raises such follow-up questions as whethepteai thinkingwithout language requires spatial
grounding. Metaphorical models may turn out to lmrara matter of semiotic or symbolic reality than
individual psychological behaviour. Their metaphbati potential comes to life — is realized and
developed — when a particular metaphorical expoassr set of expressions (or thought or set of
thoughts) is used deliberately — sometimes, buhreoéssarily, consciously — in a particular disseur
context (Muller 2008).

Metaphor in language gives rise to metaphor inghowhen it is used deliberately as metaphor —
whether or not this turns into conscious metaplabtitrought. This alternative account of the powfer o
metaphor raises the question whetheicdaceptualpower is as great as Lakoff and other cognitive
linguists make it out to be. If people do not aatés many metaphorical models during regular
discourse processing — unless they are used daidher if most metaphor is used non-deliberately,
then the effect of metaphor on people’s lives maynbuch smaller than often claimed. Some
deliberate metaphor may still have great conseaqsgnor may havehad great consequences

historically; but that is a different research dites

6. CONCLUSION AND PROSPECTS

| have reviewed CMT’s claim that metaphor is a eratif thought by reconsidering the importance of
the distinction between unconscious and conscieosght. | have suggested moving the theoretical
focus away from metaphor in unconscious thoughtMT®& traditional concern — to conscious
metaphorical cognition. Framing conscious metapabrihought in Baumeister and Masicampo’s
(2010) theory of consciousness, | have argued dbascious metaphor is prompted by available
metaphorical structures in thought and languaggeheral, observable metaphorical thought involves
the deliberate use of socially available metaplabncodels expressed in language or the deliberate
use of linguistically available idea units that das detected in conceptual propositions. Deliberate

metaphor affords the emergence of conscious meti@ghoognition but does not demand it.
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The effects of this reconsideration are twofoldsgiit foregrounds the need for further work on
deliberate metaphor in situated genre events:ishishere the social, psychological, and semiotic
realities of metaphor come together and find themcrete functional realization. Genre contexts can
guide the search for deliberate metaphor’s lingufsrms, conceptual structures, and communicative
functions and elaborate its relation to non-dehbemetaphor, so that one can meaningfully look at
metaphor contests (Musolff 2004); textual posithgnand repetition of deliberate metaphor (Semino
2008); deliberate metaphor’'s interpersonal uptatteyelopment, redeployment, and clustering
(Cameron 2007); and metaphor awakening (Muller 20D08grees of metaphor awareness in ongoing
discourse could then be modelled in current psyaichl approaches to discourse processing and
related to the specifics of functional genre cotste$uch research would provide a new view on the
discourse career of metaphor, which could eventlalid to a new account of metaphor’s role in
culture, history, and evolution. Genre events #ewise the appropriate platform for designing
applied studies of metaphor as a tool for intefieent in e.g. product design, knowledge management
and organization, human resource management (@xkplace bullying: Tracyet al, 2006), and
ideological critique of politics (Lakoff 2002, 2002008).

Second, the proposed reconsideration takes a foeghat CMT’s claims about the power of
metaphor. Contrary to what CMT assumes, the powWenetaphor may not lie in its widespread
unconscious use but in its much more restrictedtargkted deliberate — sometimes conscious — use.
If so, then CMT claims about unconscious metaplesw need to be re-examined. Metaphor may
largely be a matter of the history of language #nmdight and not play much of a role in unconscious
metaphorical cognition during discourse processiig arguments put forward in this paper stress the
importance of research into the precise naturefametion of special groups of metaphors that may be
active in unconscious cognition — as metaphors cale they are entrenched in embodied image
schemas (Gibbs 2006). They offer specific anglesf@bure research on metaphor that makes

constructive but critical use of thirty years’ rasgh on CMT.
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Understanding Timelines: Conceptual Metaphor and

Conceptual Integration

One of the most broadly investigated topics in the conceptual metaphor literature is the importance of spatial
construals for thinking and talking about time. We address the relationship between conceptual metaphor
theory (CMT) and conceptual integration theory (CIT) by exploring how people understand timelines — both
as graphical objects, in discourse about timelines taken from newspapers and the web, and in poetic examples.
The inferential structure of the timeline is well captured by the conceptual metaphors TIME IS SPACE and
EVENTS ARE OBJECTS. Instantiated graphically, the timeline serves as a material anchor for a conceptual
integration network representing partial cognitive models of time, lines, objects, and a hybrid model known as
a ‘blend’. Understood in respect to this network, the analogue properties of the line give it novel
computational properties facilitating inferences about the events that the timeline represents. The history of
the modern timeline suggests that it reflects a distributed cognitive process, involving multiple individuals over
a large span of time and illustrating the importance of cultural evolution in the development of conceptual
integration networks. Analysis of both poetry and everyday discourse about timelines suggests that
conventional mapping schemas are best viewed not as determining the interpretation of timelines but as
providing soft constraints that help guide interpretation. Future metaphor research will best proceed via a
merger of techniques from CMT and CIT, characterizing metaphor as involving complex networks of
mappings that can be updated flexibly as a function of context and goals.

Keywords: cognitive artifacts, cognitive semantics, conceptual blending, conceptual integration, material
anchors, metaphor.

1. INTRODUCTION

The publication oMetaphors We Live Bgnarked a revolution in semantics and, more gelyetial the
understanding of the relationship between langaagkthought in cognitive science. In this classicky
Lakoff and Johnson (1980) urge readers to throvitwfchains of formalism and rationalism and emdbrac

a new, experientialist approach to meaning. Accwgrdio conceptual metaphor theory (CMT),
metaphorical language reflects metaphorical mapiog correspondences, between conceptual domains
(Lakoff & Johnson 1999). Metaphor is thus definedhbas a linguistic phenomenon in which vocabulary
is shared among domains and as a conceptual onkigh different conceptual domains are linked by
metaphorical mappings, based either on correspaedein people’s experiences (Grady 1997) or
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analogical correspondences between domains (Lake®f3). Language is not an isolated symbolic
system, independent of other cognitive processathaR language is an overt manifestation of thadru
conceptual system, and metaphorical language, iticpiar, offers a window into the human mind
(Lakoff & Johnson 1980).

Lakoff and Johnson’s pioneering work marked the $ cognitive semantics. Other researchers
began to approach language as a cognitive phenomand meaning as involving the activation of
concepts (see e.g. Talmy 2000). Fauconnier (19¢diea that language serves as a prompt for spetakers
construct a mental representation of utterance imgam mental spaces. On Fauconnier's model, aahent
space contains a partial representation of theentrscenario that includes one or metementsto
represent discourse entities dmaimesto represent the relationships between them. e3ppartition the
information evoked by a sentence into a seriesrmple cognitive models. Mappings between spaces
capture the relationships between elements and ¢banterparts in other spaces. In this way, cempl
scenarios can be represented by positing a nunilneertal spaces and the connections between them.

Among other accomplishments, Fauconnier’s (199971 ®nodel synthesized the insights underlying
frame semantics (Fillmore 1982) and CMT, applyihgn to a broad range of topics including indirect
reference and referential opacity. Referential phegna accounted for by cross-domain mappings in
CMT can be similarly accounted for by cross-spa@pmpngs in mental space theory: e.g., in CMT
‘winning an argument’ is understood via cross-damaappings between argument and war; in mental
space theory, ‘winning an argument’ prompts théetier to construct a mental space with a partial
cognitive model of an argument and another witkaidigd cognitive model of war, and create crosszepa
mappings between them.

However, the notion of mapping is a more generdionoin mental space theory than in CMT.
Mappings in mental space theory can be motivatednbyy different factors, including analogy and
identity through time — indeed, any understandificaaconnection between two apparently different
entities. For example, ‘lron Man wants to try dtmeg’ is understood as concerning the career gofls
Robert Downey, Jr., by virtue of a mapping betweae space with a cognitive model of actor Robert
Downey, Jr., and another with a cognitive modeth&f movielron Man Mental space theory suggests
that the widespread, culturally and linguisticalytrenched, cross-domain mappings described byfl.ako
and his colleagues (e.g. Lakoff & Turner 1990) rfestia more general ability to establish mappings
between structures in mental spaces.

Similarly, conceptual integration theory (CIT: Fanaier 1997, Turner 1996, Fauconnier & Turner
2002) — the most recent version of mental spaceryhe takes Lakoff and Johnson’s (1980) insight
regarding the cognitive import of mappings and edteit to a vast array of cognitive phenomena.
Conceptual integration is a basic, higher-orderagmn for combining information, said to be invetlzin

metaphor and many other products of human cognifooh as metonymy, categorization, analogy, and
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counterfactual reasoning. Fundamental aspectsoir€lude (1) the idea that conceptualization inesl
networks of mental spaces with mappings betweem tffgauconnier 1997), (2) an important role for
simulation (Coulson 2001), (3) the constructionhgbrid cognitive models via selective projection of
structure from multiple input spaces (FauconnierT&ner 1998), and (4) the generation of novel
emergent structures (Turner 1996).

CIT is motivated in part by discoveries in cogratiscience regarding the plasticity of conceptual
structure. Whereas, in the 1980s, cognitive psyuisis understood concepts as relatively static
knowledge structures, the same researchers have tomview concepts as temporary structures in
working memory (Barsalou 1993). Derived from matabe constructs in long-term memory, concepts —
mental representations used in categorization aadoning tasks — are not identical to the mordestab
long-term structures. CIT combines a view of coteegs inherently dynamic and situated in particular
contexts with a key finding in mental space themgearch regarding the ubiquity of mappings and
people’s ability to exploit contextually motivatedappings. In sum, CIT attempts to characterize
regularities in the way concepts change in virtli¢heir combination with other, contextually releva
concepts (Fauconnier & Turner 2002).

In this paper, we address the relationship betv@im and CIT by exploring how people understand
timelines. A cognitive artifact anchoring spatiattaphors for construing time, the timeline senesma
excellent vehicle for pointing out similarities adiferences between CMT and CIT. With respect to
differences, Section Two highlights CIT's emphasis the importance of dynamic mappings and
emergent structure. In Section Three, we analystatl statements about timelines to underscore the
flexible, context-sensitive way speakers recruihcaptual structure to serve their rhetorical gohis.
Section Four, we turn to what many consider to pardéicular forte of CIT: namely, its ability to @munt
for novel metaphorical understandings. Analysia ééw lines of Paz's poeMas all4 del amoreveals a
deeply creative construal of time with a non-triviannection to the more pedestrian innovationhef t
timeline. Finally, in Section Five we discuss tktationship between CMT and CIT, revisiting Grady,
Oakley, and Coulson’s (1999) treatment of it.

2. TIMELINES

A timeline is an information visualization tool faommunicating a sequence of related events. Verbal
descriptions of events are arranged chronologicalilyplayed on a line oriented either horizontally
vertically. Timelines are frequently used by higtos to depict important events in a given perind hy
biographers to denote important events in thehigory of their subject. Figure One representgpical
timeline, both in form and content. It depicts Eighteenth Century, the beginning of each decadénge

as a temporal landmark. Important events in Benjdfnanklin's life are described in words and aneldor

to a locus on the timeline indicating the date hicW they occurred.
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Events in the Life of Benjamin Franklin

= Opens Printing office in P& - ElectedPres, of Amer.

Phil. Society
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1700 1710 1720 1730 1740 1750 1760 1770 1780 1790 1800

v v v v v mam v "

- Moves to London = Famous Kite Experiment
_ Treaty of Peace with Great

Britain
_ Book on Electricity ) ' A'
Published in London _ Treaty of Alliance with
France
Apprentices at Printing _ Declaration of
- Shop Independence

Figure 1: Timeline of Franklin’s life, downloaded from www.vertex42.com/ExcelArticles/create-a-timeline.htm: an
article by Jon Wittwer on how to use the software package Excel to create a timeline.

As a spatial depiction of time, the timeline comfigrnicely to inferences predicted by CMT. It supgpor
two key components of thBME IS SPACEmetaphor originally described in (Lakoff & Johnst®B80): the
tenet thatPROXIMITY IN TIME IS PROXIMITY IN SPACE supported by linguistic data such as (1), and the
tenet thafEMPORAL DURATION IS SPATIAL EXTENTsupported by examples such as (2) and (3). Morgove
the arrangement of events as objects along thditienean be seen as an instantiation ofBMENTS ARE

OBJECTSmapping of the event structure metaphor (Lakof3)9

(1) Those two events happened velnsetogether in time.
(2) The war lasted a velgngtime.
(3) The life of a butterfly is incrediblghort

CIT is required to explain the compositionTa¥iE IS SPACEANdEVENTS ARE OBJECTYLakoff & Johnson
1999) in one’s understanding of timelines. Table ©utlines the recruitment of conceptual strucfrom

multiple domains; mappings are indicated by thegusrence on a common row in the table.

Time Linear Extent Objects Ben Franklin's Life  Tilme Blend

Year Line Segment Year/Line Segments
Temporal Spatial Ordering Left-to-Right
Succession Ordering

Date Tick Mark Salient Event Tick Mark/Event

Table 1: Mappings in the ‘timeline’ blend. Each column represents a mental space. Entries in the table are either
elements or relations. Entries that occur on the same row are mapped to one another.
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The resultant blended object has an inferentiaktire well described by the above metaphors: teahpo
duration is expressed via spatial extent; tempdisgdarity of events is expressed via the spatiakiprity
of two tick marks on the line; temporal success$soconveyed via spatial ordering. That said, megsif

the timeline exist that cannot easily be explaibgthese binary mappings alone.

2.1 Emergent structure

One major difference between CMT and CIT is the Wé highlights the emergent structure that arises
in many metaphorical construals (Coulson 1996, 26@liconnier & Turner 1994, 1998, 2002). In CMT,
metaphor involves a set of correspondences betwaseects of relevant source- and target-domain
concepts; novel metaphorical construals of thestadlgmain originate in the projection of inferenfresn

the source domain (Lakoff 1993). In CIT, metaphorolves the integration of structure from multiple
inputs, including extant construals of the targemdin. The complexity of integration varies frone th
relatively straightforward case eingle scopaetworks, which involve the projection of inferescfrom

the source input as in CMT, tiouble scop@aetworks, which involve the projection of inferesdrom the
blended space (Fauconnier & Turner 2002). Becawosild-scope networks involve a blended space
incorporating relational structure from at leasbtimputs, they afford construals that differ botbnf
those available in the source domain and from éxtanstruals of the target domain: that is, they
represent emergent structure. Accordingly, theltimaehas properties distinct from those of the éigm
models in each of its input spaces.

The timeline in Figure One derives some structtmefthe ‘linear extent’ input: the constituent line
segments; and some from the Ben Franklin’s Lifaiinfhe events referred to in the labels). It diss
properties that derive from its communicative fimretits use as a learning or organizational tantj its
elaboration via a set of criteria: i.e., the sétecof the depicted events as the most relevariholigh it
instantiates the mappings inherent in the TIME IBAGE metaphor, the timeline is an integrated
construct whose computational affordances diffemfthose available in the input domains. Studyimng t
timeline in Figure One might enhance one’s memontlie sequence of salient events in Franklins lif
or allow one more easily to recognize Franklin’sstnproductive periods, via the density of points.
Researchers in the field of information visualiaatirecommend using timelines, because their visual
properties facilitate inferences about temporahé&ve such as temporal and causal contingencyt-atba
either difficult or impossible to make using di#ext representational formats (Phetral 2005).

CIT also provides a useful description of timelirsess examples ofompressionsFauconnier and
Turner (2000, 2002) define compressions as casegich elements from different input spaces in an
integration network are mapped to one or more ehtsni@ the blended space. Whereas the elements in
the inputs relate viinter-spacerelations, those in the blended space relatentia-spacerelations. In

Figure One, each event on the timeline — being ,bityimg a kite in a thunderstorm, publishifpor
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Richard’s Almanac— can be conceptualized in its own mental spacemptession affords the
conceptualization of all these events within a lengental space as tick marks co-existing on the
timeline. Whereas the input events relate to orsthem via the inter-space relation of temporal drag

the tick marks relate via the intra-space relatibapatial succession.

The compression in Figure One results in emergeattare that proves to be quite useful. In the
separate spaces for each event in Franklin's difents have different durations and can be coreider
separately: moving to London or serving an appecestiip take longer than being born or dying even
though, in the timeline construal, they do not:sallient events are identical objects represeniddtie
same tick mark. So the numerous works, deliberationeetings, etc., eventually culminating in the
Declaration of Independence are compressed inteweaet-object on the timeline. Extended events such
as the apprenticeship, shorter events such as itheekperiment, and instantaneous events such as
Franklin's appointment as postmaster are all inetlés analogous elements belonging to a single
category in which only saliency matters; differengeduration and complexity are left unrepresented

Research in CIT has shown that compressions rezhrmeptual complexity, facilitate inference, and
afford novel affective reactions (Coulson & Pas@@06). CIT goes on to describe regularities ingras
of compression, such as compression from disanalogshange, from analogy to identity, and from
identity to uniqueness (Fauconnier & Turner 200%)eed, much of the timeline’'s emergent structase,
well as its novel computational properties, resfiltsn the compression of temporal relationships to

spatial ones, together with the congregation, éntblended space, of structures from multiple irgpatces.

2.2 Timelines as material anchors and cultural artifacts

The timelinequa visual object is also an excellent example afaterial anchor Hutchins (2005) details
the way many blends involve an input space consttby a material object: often a cultural artifde
refers to such input spaces as material anchora @eeue of people waiting for theater tickets ban
construed as a blend between two inputs: the phlysanfiguration of people in the line — the matkri
anchor — and a trajector moving through spaceparticular direction. Integration of these in thertded
space yields the emergent property of the quewm asdered sequence of people moving in a particula
direction: from the ‘back’ of the line to the ‘frbnThe perceptually salient material anchor pregd
stability to the blend and reduces individual ctigeiload (Hutchins 2005).

The culturally sanctioned understanding of a quesee.g. determining the order in which
participants will be able to purchase theater tickelies on this blend. The blend itself is pogsiiecause
of the cultural practice of queuing; perhaps thénmaay the concept is learned is via participaifiothat
practice. The importance of cultural factors sushnaaterial artefacts and cultural practices is goma
theme in CIT; it helps explain how incredibly complintegration networks can be used by individual

members of a culture despite their limited attamloand working-memory resources (Fauconnier &
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Turner 2002). Indeed, metaphorical construalsroéthave been shown to involve a series of sucaessiv
integrations, often involving the automating of exareative blends (Fauconnier & Turner 2008).

Metaphorical language implying a linear conceptiétime is common to many times and cultures.
Nevertheless, the timeline in its modern form se¢ondate from just a few centuries ago. Grafton and
Rosenberg (2010) provide a thorough history of tmmeeline, with abundant illustrations of its
instantiations as well as the numerous, less felisi attempts that preceded it. They describe g, lon
arduous process by which historians repeatedlgt tdecreate a way to represent temporal eventalysu
Intermediate steps in this process included chomichl tables, human and animal bodies as
representations of time periods (e.g., the PerSmpire could be the lung because, under Dariuss Jew
could ‘breathe’ freely), and geographical mapsimktinstead of space. Finally, in the second hiathe
Eighteenth Century, Joseph Priestly proposed thdenmoversion of the timeline, integrating spatiadl a
temporal relations. The timeline grew rapidly inpptarity: its use was widespread within a few desad
People were surprised by its simplicity and wondevly it had not been thought of before.

Many cultural constructs like the timeline look @lws in retrospect, masking the way useful
integrations often go unnoticed even by highly liigent and innovative individuals. In discussing a
closely related blend — the number line — NUfezZ09Q0notes that human beings had sophisticated
knowledge of mathematics for thousands of year®rbeinventing the number line in Seventeenth
Century Europe. Archeological records suggestttimBabylonians had advanced knowledge of number
bases, fractions.Moreover, Babylonian clay tabbetstain diagrams used to help estimate square roots
(Fowler & Robson 1998), suggesting that the Baligllam were aware of potential mappings between
numbers and spatial forms, but no number line. légmusly, awareness of the potential mapping
between spatial forms and time did not lead tartegrated concept of the timeline.

The emergence of useful cognitive artifacts suchthastimeline is a gradual process involving
multiple individuals and iterations (Hutchins 1995Jhe entrenchment of an innovative blend through
cultural evolution has been described in detail $och cases as complex and imaginary numbers
(Fauconnier & Turner 2002, Fauconnier 2005). Iraégn networks become widely shared in a culture
because they can be used to construct relevantimgsaat comparatively low cognitive cost. On most
occasions, this success comes only after manydfaildess felicitous integrations. Although thedlme
appears to the modern observer as a ‘naturalightfarward way of representing temporal continuatyd
relatedness, its invention is fairly recent andreepnts a remarkable conceptual achievement. Asein
case of complex numbers, the timeline is an exteksample of the diachronic aspect of blending; it
illustrates the extent to which conceptual intdgrats a distributed cognitive process involvingltiple
individuals over a large span of time.
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2.3 Varieties and uses of timelines

The timeline, with its emergent properties, resfiten compressing spatial and temporal relations in
one-dimensional space. The compression procedurgecauit any appropriate object to instantiate the
linear schema. The object — with relevant lengtth iarelevant width — becomes a material anchottter
timeline blend whose affordances can be opporteailt exploited.

In a timeline outlining Lego’s corporate history s fiftieth anniversary, pictures of popular Lego
toys were placed on the timeline at the date of tledease. The significance of the pictures idilga
understood via contextually motivated metonymic pogssion: the toy stands for its release and, hence
all its counterparts. A conventional TOKEN FOR TYRt&apping helps motivate the MANY-TO-ONE
compression. At the same time, it is not at allvemrional for a picture of a toy to represent tbhgg
release. That mapping is motivated by its relevdocehe timeline.

Conventional mapping schemas are best viewed nd¢tasmining the interpretation of timelines but
as providing constraints that guide interpretatiarthe Lego example, the timeline was itself coucted
from a series of Lego blocks laid end to end. Intst to the picture of the original Lego blocksnf
1958, the viewer understands that the linear aenauegt of blocks doe®ot correspond to the invention of
those blocks but to time itself. This suggests that TOKEN FOR TYPE mapping is not just applied
reflexively; its use is influenced by aspects @& ttontext, including the spatial configuration adtpres
on the page. Spatiality — in other contexts a ganfactor in interpretation of metonymies — assumes
special prominence in the context of timelines bseaof graphical conventions for their construction

CIT provides a framework that readily accommodatastextual variability in instantiating different
timelines. The same software used to create FiQume can be used to construct timelines for future
events: another common use of timelines. For exanyari Dector Wright posted a timeline of everts f

a wedding in a blog entry drttp:/loridector.corh intended to be included with wedding invitatiofibe

timeline depicts important events, such as ‘Guestsve at Resort’, ‘Oceanfront Ceremony begins’,
‘Drinks & Pupus by the Pool’, and ‘Dinner Buffethterestingly, all events are given the same amoftint
space on the timeline, even though they vary imtitom from thirty minutes to five hours. In Figubme,
space relates iconically to temporal duration withpect to both ordering and spatial extent. Bytrast

the space-to-time mapping in the timeline of events wedding preserves the topological correspmele
but not the metric: that is, left-to-right ordering§ events maps faithfully onto the temporal ordgrof
wedding events; however, the mapping between $patiant and temporal duration is absent: the same
spacing separates each event. This is often tleeioasmelines for future events, where the seqaesfc
events is often what matters.

! Note that, as of 9 October 2013, the website is offline.
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Of course, CMT advocates will be quick to point that mappings are highly selective and need not
include all aspects of the source domain. That, shedappeal of CMT is its putative generality, dne
way the same mappings — e.g., between lovers awelérs — underlie numerous expressions classed
under a single metaphor: LOVE IS A JOURNEY. In ttese of timelines, Figure One suggests an
entrenched mapping between spatial extent and texihgoration, while the wedding timeline suggests
that this mapping is not obligatory. As in the ca$ahe conventional metonymy discussed above, the
conceptual metaphor does not determine the tiniglinterpretation but rather serves as a soft caimf
subject to the user’'s goals. With timelines, thgeals usually privilege saliency and sequentideor
rather than duration. Whereas CMT suggests thaaphetical expressions and images, such as graphs,
are interpreted via a static set of mappings, Glfsshat their interpretation involves a more canrpl

network of mappings that can be updated flexiblg &snction of context and goals.

3. CUTTING, COMPRESSING, AND ACCELERATING TIMELINES

Emergent properties of the time-space blend affettonly the timeline as symbolic object, but atlse
way that spatial vocabulary is recruited to desciitb Below we discuss how attested statementstabou
timelines incorporate mappings between spatialné>aad time (Section 3.1) and between motion and
time (Section 3.2).

3.1 Spatial extent

Consider Example (4), from a news story about thential impact of software on drug desiddryg
Week2 April 2010, p. 3478: ‘Apriso joins Dassault Sysis Software partner communitygmphasis
added [http://www.apriso.com/company/news/press_relefdar 17 2010 _Dassault_Systemes.php]:

(4) This new combined solution addresses the e@hgdl of sharing information between design
and planning and production execution.... Designliiae can be&ompressedoroducts can

be accelerated and overall quality can be elevated.

In many ways, (4) exemplifies the sort of linguistiata that motivates CMT. It involves a mappiranfr

a concrete source to an abstract target: a vedridiesy physical transformation (‘compression’) Heesen
applied to the abstract domain of scheduling. iit lba seen as one instantiation of a more genett@rpa
of mappings between spatial and temporal relatipashnferences regarding physical compression find
analogues in the temporal domain. The result ofsjglay compression is a smaller object with greater
density. Analogously, events on the new timelineuoén more rapid succession: their duration isioed

relative to the old timeline.
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CIT suggests that this analogy is mediated by axddé model with links both to physical
compression and the scheduled events. The timslgpeitiality affords its construal as something ¢aa
be physically transformed. Entrenched mapping selseran then be used to interpret the implicatidns o
the timeline’s physical transformations for the tedot domain of scheduling. Compression makes the
timeline shorter, mapping onto the reduced duratibevents. At the same time, compression results i
greater density of points on the timeline, mappimgo the more rapid succession of events. Notice,
however, that the scheduled events in (4) are eistcued via a general notion of compression tthera
a specific sort of compression applied to timelirnHss is why the compressed timeline is not berit b
retains its original shape. The blending in (4hfooms to a regularity pointed out by Fauconnied an
Turner (2002): thelisanalogybetween the length of the two timelines — befare after adoption of the
software — maps onto change in the blended spaehiah one talks about compressed timelines.

Disanalogy likewise maps onto change when peojieataoutcutting timelines — as in (5), from an
article about zoning-law changes for high-densityiding projects such as large apartment buildings
proposed for urban areas well supported by puldicsportation The Courier Maij Brisbane, Australia;
Thursday, 18 March 2010 p. 10: ‘Fast-track platgim zones™;emphasis addéd

(5) AREAS close to public transport corridors viitcome ‘go zones’, effectively allowing state
and local governments to fast-track approval ohkidgnsity developments.... The planning

timeline would becut from years to months ‘go zones'.

Consistent with the mapping between spatial exdadttemporal duration identified by CMT researchers
the reduced length of the ‘cut’ timeline entails@responding reduction in the duration of the piag
process discussed in (5). Interestingly, where#tinguthe latter half of a 80measuring tape leaves one
with a scale of 0-3Q cutting the timeline need not imply omission nf@&vents it depicts. Rather, cutting
the timeline ‘from years to months’ implies revigithe mapping between tick marks on the timeling an
temporal units in the time space. In the blenditieg’ the years means transforming them into menés
manifest in the writer's use of the constructiororh... to’ with the verbto cut Event objects spaced
years apart on the former timeline are now spacautims apart.

Similarly, (6) illustrates a change to a timelihattmaps onto a reduced period for drug development
process Drug Week2 April 2010, p. 3632: ‘Global alliance for TB drulevelopment: Global partners
join forces to speed development of new TB drug Moations’; emphasis addegd
[http://mww.highbeam.com/doc/1G1-222084889.html]:

(6) ‘By working together, CPTR partners dake years ofthe drug development timeline for
safer new TB drug regimens’, said Dr. Raymond WegdPresident and CEO of the Critical
Path Institute.
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In (6) a temporal unit — years — occurs in thedkbnslot of a construction often used to descriémmoval
from a container or surface: e.g., cutting hairina'sake a couple of inches off the back’. Hers,im (5),
eliminating years from the timeline does not meanitting any events planned for those years, binerat
preserving their relative positions in a new, shotimeline. As in both (4) and (5), the grammadkca
cued change construal (‘take years off’) maps entiisanalogy between the duration, in the inputapa
of the original and new timelines.

In other cases, cutting a timelideesimply the omission of planned activities. Consi@&y, from a
news article about the UK’'s Royal Air Force (RABefospace Daily & Defense Repdrhursday, 1
April 2010 [234 (1)], p. 3: Barrie, D., ‘More RAF C-130Js unliketiespite A400M delay'emphasis
added.

(7) The RAF already has been forced to reduceutiieipated service life of some of its C-130Js
by three years as a result of greater than antadpase. When first acquired, the aircraft
were expected to remain in service until 2030. H@wehigher operational utilization in
more demanding environments hag that timelineto an estimated out-of-service date of

2027.

In both (5) and (7), the disanalogy between thgimal and the revised timeline is compressed -h@n t
sense of (Fauconnier & Turner 2002) — to afford afsthe change predicate ‘cut’. Interpretation B, (
(6), and (7) depends on an entrenched mapping batamatial extent and temporal duration. Howewver, i
(7), changing the plane’s out-of-service date iepthe omission of three years’ worth of plannaght;
whereas (5) and (6) have no implication that cgttire timeline would result in omission of any plad
activities. The precise implications of cutting imné¢line thus seem to be a function of the discourse
context — e.g., the rapid development of a drugherearly retirement of a fighter jet — and nottloé
concrete meaning of ‘cut’. Focusing exclusivelytba mappings between e.g. spatial extent and tezhpor
duration common to all examples can lead one torgimportant differences that reveal a tremendous

degree of sensitivity to content, context, and gjoal

3.2 Accelerating timelines

Besides using the mapping between spatial extehtemporal duration, speakers frequently use motion
verbs to discuss timelines. Presumably, this refléice importance of the ‘time’ input to the tinmgli
blend, and that blend’'s connection to entrenchedtcoals of time involving motion. Consider (8)kea
from a newspaper article about the lobbying adtigiof Los Angeles mayor Antonio Villaraigosa (The
Christian Science Monitot1l March 2010Wood, D.B.: ‘Will Washington fund a Los Angeles sudy
expansion?’emphasis addgdhttp://www.csmonitor.com/USA/2010/0311/Will-Waskton-fund-a-Los-

Angeles-subway-expansion]. The article describ@9X0 trip Villaraigosa took to Washington, DC, to
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lobby the federal government for a change in thedifug schedule for a planned Los Angeles subway
expansion known as ‘Subway to the Sea’. The origifen projected construction to last thirty years;

Villaraigosa was arguing for a loan to support keraative, ten-year plan.

(8) Mayor Villaraigosa is now trying taccelerate the timelinfor such projects from 30 years to
10 by asking the federal government for a bridga lto get started. He's set to speak before a
Senate Environment and Public Works Committee hgaoh Thursday. Besides accelerating
the start and finish dates of several projects|dae would save millions and create between
150,000 to 200,000 jobs.

The example is understood so seamlessly, one aldms$s not notice the difference between the
timeline’s construal in (8) and that of the exarsptiiscussed in Section 3.1. First and foremost, the
timeline in (8) is not a static object by which sghextent has implications for temporal duratidine
article describes a proposed change in the duraifothe project from thirty years to tefMayor
Villaraigosa is now trying to accelerate the timelifor such projects from 30 years to 10...". Thange
in duration is not described in terms of the timels spatial extent; it is described as accelenatie., as
change in the timeline’s ‘rate’.

The use of motion language here can be underswatstantiating the conventional metapmone
IS A MOVING OBJECT, by which temporal events are construed as objeotsng relative to an egocentric
reference point (Boroditsky 2000, Moore 2006, Nu&e2weetser 2004). Future events are construed as
being in front of the reference point, past evergdbehind. The metaphor explains why statementstabo
temporal events routinely involve use of motionbge('Dad’s birthday is coming’), ‘rate’ adverbshé
deadline is rapidly approaching’), and spatial tiesc(‘May Day is almost here’). Table Two showsso

of the important mappings in this metaphor.

Time Space/Motion

Events Objects

Now Ego

Future Observer-relative
Front

Future Events Objects Moving

towards Observer

Immediacy Spatial Proximity

Table 2: Important mappings in the TIME IS MOTION metaphor.
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Using the framework of CIT, Fauconnier and Turr008) account for similar linguistic data, alongtwi
statements about the subjective experience of texg; ‘when you're young, the days fly by, but the
years drag on forever; when you're old, the daysydbut the years fly by’. They suggest that a full
account of the metaphomE IS SPACErequires successive integrations of at least theaimg inputs: (1)
events; (2) objective and subjective experienceofion through space; (3) a blend of the two, vaith
possible displacements compressed into the caseaeférsing a path; (4) the blended cyclic day,
compressing multiple days into a repeating day, (@ natural or technological mechanism that diden
with the cyclic day. The last provides yet anothggut: the socially constructed notion of time, wit
emergent universal events like seconds, minutesishe@tc. The result is a dual network dependent on
viewpoint: the experiencer can move through timeioe versait is also possible to view time motion as
a detached observer. If the topology of the contli‘time’ notion is privileged, one has ‘obje@itime
experience running at normal speed: e.g., ‘an haust pass before we may leave'. If the experierice o
events provides the framing, one has ‘subjectiimetexperience running at variable speed: e.gis ‘th
hour is passing very slowly’.

Such an elaborate system of integration networkews for numerous emergent meanings that
cannot be explained as the result of direct prigestfrom space to time: e.g., time units have the
properties of space measures but are also movijegtsb(*hours go by’). In the time-space blend, all
observers are in the same location; they look énstime direction and see the same objects: natimedy,
units. Far from encompassing the whole domain afcep this looks like a very particular spatial
experience designed to match temporal relationghofigh all objects move along the same path,
observers can perceive different speeds — e.@, cthss went by fast for me and slowly for her —
depending on their attitudes. Distant objects caupdrceived as close at hand or even more digant:
‘yes, you are only fifty but retirement is just arm the corner’, ‘tomorrow seems light years away'.

The meaning of (8) follows neither from the standarappings in CMT (see e.g. Lakoff 1993), nor
from the account outlined in (Fauconnier & Turn@08). Accelerating the timeline does not imply that
the passage of time changes in any way — eithexctbgly or subjectively. Even in subjective-time
expressions in which time is experienced as acelérso that thirty years can go by in an inststiit,
thirty years cannot become ten. The discrepanayives the mapping between rate in the space/motion
domain and its counterpart in the time domain. &lifh object motion in (8) does indeed map onto
passage of time, the rate of object motion mapth@ebnto objective rate of time, as implied by Kbt
& Johnson 1980); nor onto perceived rate of tineeinamany of the examples in (Fauconnier & Turner
2008). Rather,accelerationimplies that the project’s duration will changehid inference differs
substantively from the inferences available in gbarce input of motion through space. Whereas peopl
talk of a car accelerating from zero to sixty mifgs hour, (8) describes a different sort of agegien:

the acceleration of the timeline from thirty yetwden. The use aicceleratehere involves an entrenched
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conventional metaphor in a way that omits the stathdhapping between rate of motion and rate of.time
Instead, it employs a mapping between the ratdjgfod motion and the project’s duration. Moreovbke
mapping in (8) is contrary to the conventional maggbetween spatial extent and temporal duration so
important to the interpretation of (4)-(7), in whia longer distance corresponds to a greater anufunt
time. In (8),increasingthe rate of travel impliedecreasinghe project’s duration. In the source domain of
motion through space, increasing the rate of traleduld either increase the distance covered —
corresponding to a longer line, implying increasiedation — or have no impact. Thus, one seestligat
inferences evoked in (8) by the concept of acctteracannot be generated using a straightforward
correspondence between spatial extebject movement, and temporal duration.

Of course, the invited inference in (8) is thatederation will increase the rate at which futurerms
travel, allowing them to arrive sooner than theyuldootherwise. Though slightly different from the
mappings outlined in (Fauconnier & Turner 2008¢ tonstrual in (8) is better captured by the flexib
integration processes of CIT than by the CMT actanwolving retrieval of fixed mappings. This is
because aspects of thelE IS A MOVING OBJECTconstrual are relevant for some metaphorical esfoas
about time, but not for the invited inference in. (& (8), the critical mappings are not from the
space/motion to the temporal domain, but rathemfrime in one imaginary hybrid space/motion
construct — a blend in which dates serve as lankhoar a timeline moving towards the observer — to time
in another: a cognitive model of future events @slAngeles.

The example in (8) can be described in CIT as wikgltwo blended input spaces, each connected to
other spaces in the timeline network. In ghresent timeline inputevents — i.e., start and finish date —
move towards the observer at a fixed pace convéyethe line. In thedesired timeline input event
objects — start and finish date again — move tosvéind observer at a faster pace than at preseamt&yv
related by analogy in the inputs, map onto a sirglent object in the blend via analogy-identity
compression. The disanalogy between rate of mati@ach input space is compressed to rate change in
the blend, affording the construal of the timelasaccelerating The metaphorical use of acceleration is
motivated not by straightforward analogy with thendain of motion but by the way it highlights
differences between the present and desired tiewliklore generally, (8) demonstrates how cognitive
models of hypothetical possibilities figure promitlg in the semantics of utterances about timelimes

how CIT may be used for describing the way thessdct with metaphorical construals of the target.

4. POETIC USES OF THE TIMELINE BLEND

Fauconnier and Turner (2008) show how novel metapphceserve the complex space-time network by
examining a literary example (McDonald 1991: 82:83)
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(9) Perhaps time is flowing faster up there indktec. Perhaps the accumulated mass of the past
gathered there is pulling time out of the futurstéa, like a weight on a line. Or perhaps,
more mundanely, it is only that | am getting olésery year and that it is the accumulated
weight of time behind me that is unreeling the geaith ever-increasing speed. What a
horrible thing it must be to grow older and findathever-decreasing number of years

hurrying you faster, faster toward your grave faisrie were impatient to be rid of you.

Here one finds a derivative of the standard timmeemetwork: ‘time has a variable speed and noewa n
blend is constructed according to which that mot®imduced by standard physics. Weight is pultimg
timeline along’ (Fauconnier & Turner 2008). Folloi our analysis, one could say that this is another
case of an accelerated timeline. However, thereftardamental differences. In (9), subjective tirse i
accelerated: the number of years (to live) rem#iessame, but they pass faster. In (8) — as welnete
time is not accelerated in any way, but the duratibthe LA subway project is shortened. In (9) does
not have the additional inputs of a present anésireld timeline but instead, as Fauconnier and éfurn
describe, a subjective time-space blend that hapfmenecruit the image-schematic structure of a #n
and that is how ‘standard physics’ opportunisticafitrudes. This is exploited to serve the narrator
communicative goals, aimed at constructing affectimeaning related to aging and the sentimental
connotations of attics — which, in the blend, beedhe weight that unreels the timeline faster astef.

However, we wish to stress that the appearanckeofiiear schema in examples like this one is far
from either trivial or fanciful: representationsalfjective or subjective time do not need to ineladine.
The line is an added input to the network: one theipens to be an especially useful structure for
compression, at the same time matching beautifiniéy type of motion in the blend and the regular
continuity of time. The recruitment of the line@hema confirms the existence of a widely shayemkeric
integration network- as defined by Pagan Canovas (2011) — for thepession of time relations into
one-dimensional space, of which Priestley’s timeliis only one possible instantiation. In (9), the
unreeling of a pulley-like device provides quitdifierent context-driven anchor, under pressurdepict
speed and intentionality of time as a personifibdtract cause. These last aspects are normallyntabse
from chronological timelines; but nothing in thencept of time prevents the pulley from being useé a
timeline in e.g. a history museum as an interacixkgbit.

One does not always need to interact physicalli Wit material anchors of blends. If the material
structure is widely shared and simple to operases +many such structures are — they can be virtually
manipulated by imagining them, representing theemembering them, talking about them (Vygotsky
1978). One does not need to be shown a clock ttwldethe time — or even to make one understand

complex metaphorical examples such as (10) (Asé:2dv-xv; quoted in Rozin 2001):



UNDERSTANDING TIMELINES | 213

(10) In their anxiety to be scientific, studentgpsychology have often imitated the latest forrhs o
sciences with a long history, while ignoring thepst these sciences took when they were
young. They have, for example, striven to emuldite quantitative exactness of natural
sciences without asking whether their own subjeatten is always ripe for such treatment,

failing to realize that one does not advance timenbving the hands of the clock.

Representing a — sometimes peculiar — material anfdr the timeline blend is common to many
metaphorical expressions. Instantiations of thesliime can look quite strange indeed in poetic texts

poets introduce structures that nevertheless conmigh relevant knowledge and become effective
prompts for affective meaning. The first lines gb@m by the Mexican Noble Prize winner Octavio Paz

provide a spectacular example:

(11) Mas alla del amoy by Octavio Paz

Todo nos amenaza:

el tiempo, que en vivientes fragmentos divide
al que fui

del que seré,

como el machete a la culebra;

Everything threatens us:

time, which into living fragments divides
the one | was

from the one | will be,

like the machete the snake;

Time here is not a line but a personified agenhgl?) that separates one’s past from one’s futeife s
Time the Divider already a blend — maps onto a mental space ichvthe agent severs a living being
‘into living fragments’. However, none of the intajons we have just sketched justifies the chofdhe
shake. One can cut many plants and animals ‘imbedifragments’ with a machete. Why a snake? What
makes the snake so effective a choice?

Several cultural reasons may make the snake apgt®pitt has symbolic value for Paz and for
Mexico, although perhaps that value is not easggpiay here. As the poem unfolds, one sees thatsPaz
opposing an animalistic, sensual, ‘full’ life torswiousness: time experience, self awareness, dgagu
etc. As a wild animal, the snake can be linkedhiat fprimordial life represented, farther along fie t
poem, by the jungle and the ocean’s foam. The snakealso prompt for activation of a widely shared
cultural frame: Adam and Eve’s story in GenesiseSghand other associations can be both relevant and
productive; but they are not enough to justify theice of the snake among all the other possisliti

When one finishes reading the fifth line, how doeg see the snake? Is it rolled? Is it ‘snaking’?
How many times does the machete cut it, and inte fmany pieces? The text specifies no answer t@thes

guestions. However, most people will probably hawmgisioned the snake as a more-or-less straight lin
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cut in two. One is prompted to see two pieces ly'liing fragments’ into which the self is divided
the preceding lines: past and future. Why a stidigk? Live snakes are almost never found in sach
position. We suggest that the structure has beporied from another input: the timeline.

Mapping back to a timeline is an especially usegfdperty for this snake, driven by the context —
Time the Dividesevering the past from future self — and the ga#tetorical goal of suggesting that one’s
time awareness makes one suffer and die, thakitepts one from enjoying life fully. In the resndi
blend, the snake’s elongated shape is used opjsiitaily to activate the line in a context of eftion
on time: the snake becomes an imagined anchomtietiag the timeline. The snake-as-timeline maps
onto the divided self, which was not necessarilgdir in the first part of the simile but becomesnsthe
final blend. This is crucial for supporting the stmiction of affective meanings that one would wadily
not encounter in other timeline examples. Somdefmost significant mappings and emergent strusture
include:

(a) In contrast to one’s conventional understandingenfporal continuity, Paz’ timeline, instantiated
as a shake, can be broken into pieces that camnpubtogether again, leaving a gap between
them.

(b) ‘The one | wasand‘the one | will be’have no spatial definition beyond being livingginraents of
a previous whole. In Line 5, they map onto the flimear) sections of the snake’s body into
which the machete has cut the snake. Most readdirpnobably see the part of the snake
containing the head as analogous to the future thelfpart containing the ‘tail’ as analogous to
the past.

(c) The present self maps onto the bleeding wound,wtteresponds to the gap in the timeline. This
differs from standard construals of time, in whtble present is not a missing part but a moving
point in the timeline.

(d) The mappings betweativided self, severed snakadbroken’ timelinebring into question basic
aspects of the standard notion of tifridere, the present does not link the past and rduiti
separates them. One’s two selves can no longer theatvound is incurable.

(e) One’s ‘living fragments’ cannot last long: lifesbort and cruel.

(f) All this is extremely painful to the reader. Shaisictim, just like her analogue, the snake. This
challenges practically all the archetypical vievismakes as dangerous, powerful, repulsive, etc.
In this context, these archetypical features rentetemt: if one could only liberate oneself from
time awareness, one would become that kind of wreat

(g) One’s consciousness of time creates the linear aalf causes time to divide that self into

irretrievablyseparated selves. One’s awareness puts one imsitop of the snake falling under

? For poetic metaphors and questioning, see (Lakoff & Turner 1989: 67-72).
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the machete. It is one’s consciousness that caumes misery and, ultimately, destroys one’s true
identity and the life one could live.

There is nothing the reader can do. Like the snahke,is helpless as she receives the blow — from an
object (note that time is the machete, not the deiebf the machete) to which one cannot succegsfull
respond: time and consciousness are unavoidablemamdiless. Trying to appeadéme the Divider

would be like the snake negotiating with the maghet

5. LOOKING FORWARD: THE IMAGE-SCHEMATIC BASIS OF TIMELINE BLENDS,
AND CONSIDERATIONS FOR FUTURE RESEARCH

The selection of a linear structure to anchor tspace mappings is neither trivial nor whimsical, as
shown by both conventional and novel exampleshéninput of motion through space, an object caa tak
any trajectory. Faster objects surpass slower omes, several objects can reach a destination
simultaneously. In the time-space blend, by conttase units share the same (linear) trajectoome
from the same direction, cannot overtake one ano#imel cannot arrive at the same time. If one'd goa

to present Franklin’s life as a series of saliamngs in sequence, then these events cannot lveedllm
co-occur, and the length-duration relationship ningsthe only one that holds. The properties ofaigiit

line comply with these constraints and provide deqaiate topology for the blend, though they clagh w
many other aspects of one’s experience of travgaths.

As for integrating one-dimensional line with twavdinsional path, spatial cognition often makes the
image-schematic structure of the line a tool fonstoiing narrow shapes as one-dimensional objects,
discarding those properties that are irrelevanpfesentad hocpurposes. Indeed, people often integrate
paths, ropes, blades, and snakes with linear scheallawing them to build cognitive models with a
combination of properties from one- and two-dimenal objects: e.g., a path that allows only onedbj
to move along it at a time. These are not charatites of lines that are transferred onto time, tegds of
time conceptualization that make lines especighyrapriate for the mapping. Recruitment of the ke
input to the timeline integration network requirestant knowledge of time along with certain
representational goals. It is not that one undedstdime in terms of space. Rather, it would sdwanhthe
relevant spatial structure has been adjusted tonf@'s knowledge of sequences: that is, the spatial
topology has been modified to fit the temporal &ee. The most creative and complex examples ane ¢
find confirm this fine tuning of spatial to suitntgoral structure. In Paz’s poem (11), one seestkwat
machete-snake input has been adjusted to mattimisself counterpart: out of the infinite posdtisis
available to instantiate the scene that the pastribes, one imagines a straight snake cut intopieces.

Grady, Oakley, and Coulson (1999) argue that CMd @il are complementary: the former well
suited to identifying general cross-domain mappirthe latter to analyzing specific examples. The
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implication is that metaphor research should prddaeparallel tracks, with metaphor theorists fangs

on conventional language and blending theoristsreative examples. The intervening years have seen
increasing convergence of the two approaches, asphnar research in CIT draws increasingly on the
methods and findings of CMT (e.g., Oakley & Couls2B08) and cognitive linguistics in the CMT
tradition increasingly advocates the need for damltitl analytic tools. Lakoff and Johnson (1999pwll
that analysis of metaphor in everyday languageutatly requires the mechanisms of CIT for composing
two or more conceptual metaphors. Moore (2006) sstggthat the definition of conceptual metaphors as
cross-domain mappings is overly general, recommmgndhistead their characterization as mappings
between elements in simple frames, akin to thogestiucture mental spaces.

CIT research increasingly involves the identifioatiof generalizations (Fauconnier 2009, Pagan
Canovas 2011, Pagan Canovagress. The examples discussed in Section Three colkdgtisuggest
that blending disanalogous timelines into a sitigieeline, with emergent properties related to clearig
to construct a generic integration network. Fau@m{2009) defines generalized integration netwods
an abstract blending pattern underlying multiplaregles that can be applied to novel domains: the.,
‘Zoloft network’ is a blended space incorporatingampatible information from the actual circumstsc
in a situation (in which a teenager has murderexl drandparents) with structure from a salient
counterfactual space, so as to emphasize one asfp#eit situation. Fauconnier suggests that timeesa
pattern applies to the following excerpt from tten$rancisco Chronicle ‘Bar patrons fume over smgki
law: Drinks left inside as they puff away’, by Ml Taylor, San Francisco Chronicl¢01/02/98:
http://no-smoking.org/dec97/01-02-98-1.himl

(12) ‘No Smoking' signs were tacked up in bars aler California yesterday, and hard-core
smokers nursing a scotch or a beer were so angtyiftthey had been allowed to light up,
the smoke would have been coming out of their ears.

In (12), the relevant structure from the actuatwinstances is that the smoking ban made smokerg;ang
the salient counterfactual involves a cognitive siddcompatible with the structure in that spad¢e t
smokers are allowed to smoke. In the blend, thekemsouse their temporary release from the smoking
ban to express their anger over it by emitting serfoim their ears.

The Zoloft network gets its name from a court cesahich a teenager, who had recently begun
taking the medication Zoloft, murdered his grandpés. One of the arguments for the defense was that
were his grandparents alive, they would supporerieht sentence for their grandson. The actual
circumstances of their murder are blended withsdleent counterfactual in which they are still alito
underscore the accused person’s lack of culpab#itich cases suggest that intricate generic irtiegra
networks can become conceptual templates, easityited and modified to suéd hocpurposes. Just

because the blending account is more detailed mloebnply it has less generalizing power than CMT's
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binary mappings. Through automatization, even lighbmplex conceptual recipes can become
entrenched — systematically rendering emergenttsires useful in different communicative contexts.

We believe that timelines are paradigmatic of mebajcal understanding. As graphical objects,
timelines demonstrate the way that metaphor — ishdeenceptual structure in general — is not a ‘rere
product of language but plays an important rolstmcturing cognitive activity. Furthermore, tinreds
demonstrate the import of material anchors: inpaices constituted by material structure, toolsghes
specifically to reduce individual cognitive loaddapromote efficient, error-free computations. Times
employ compressions, in which elements from migtipput spaces map onto closely related elemants i
the blended space, giving it novel computationapprties. The utility of the timeline is not simghat it
involves a metaphorical mapping from a concrete alonto an abstract one; the linear schema has been
selected, via a process of cultural evolution,dstlmeet the needs of time conceptualization.

Finally, we have stressed the extent to whichiqadr timeline instantiations have different
underlying mappings as a function of their diffdi@ncontent and contexts. Examination of attested
examples reveals a great degree of variation imté&yepings and inferences promoted. As Fauconnger an
Turner (2008) show, classical conceptual metapliasTIME 1S SPACE are only the tip of the iceberg.
Our analysis suggests that even the dual systenteafration networks — connecting events, objebtive
and subjectively experienced motion along a patt,the socially constructed notion of time (Fauéenn
& Turner 2008) — is not enough to provide a fult@ant of timeline blends. Representational goatsrof
lead speakers to combine two or more conceptuaphets via metaphorical and metonymic mappings,
and to embed their metaphors in hypothetical -venexplicitly counterfactual — contexts.

In conclusion, metaphor use is often strategioguage users seek cognitive models to promote their
desired construals of the topic at hand, much a&tspdo. Such discourse does not occur in a vacuum;
speakers and listeners together navigate a richralilandscape of extant construals with varyiegrées
of entrenchment. These construals include the pimaappings of CMT but also detailed blending
patterns described via generic integration netwoflisaring these detailed procedures for building
complex structure makes the meaning constructimtgas more fluid and adaptable to speakers’
communicative needs. Better understanding metaplike better understanding timelines — requires th

development and refinement of more detailed geizetains of the type proposed by CIT.
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A Re-examination of UNDERSTANDING IS SEEING

Cognitive metaphor theorists have identified a number of mappings that, it has been claimed, are both
central to thinking and productive of linguistic metaphors. One of these is UNDERSTANDING IS SEEING.
In this article, we re-examine UNDERSTANDING IS SEEING using two sources of naturally occurring data.
Our first source is the Oxford English Corpus: a two-billion-word corpus of authentic contemporary
English texts, from which we extracted a 1,000-citation concordance of the lemma SEE. We analyzed this
into major sense groups and identified the most frequent lexico-grammatical patterns. Our second source
of data is transcribed spoken English from focus-group discussions. We analyzed this dataset, using
detailed discourse analysis, to identify the meanings of SEE and its most frequent phraseologies. Both
analyses lead us to conclude that SEE is, indeed, used to talk about understanding, as claimed by
Conceptual Metaphor theorists, but that the metaphor usually describes difficulties with understanding
another speaker’s point of view or, more generally, the process of reaching an understanding: that is, it is
used to talk about understanding or not understanding as processes, not states. Our findings are
consistent with the construal of language and thought as a dynamic system.

Keywords metaphor, corpus analysis, discourse analysis, dynamic systems.

1. INTRODUCTION: THE RELATIONSHIP BETWEEN LANGUAGE AND
THOUGHT IN CONCEPTUAL METAPHOR THEORY

Proponents of Conceptual Metaphor Theory have drgbat metaphors operate at the conceptual
level, mapping a well understood, usually concrei@nain onto a less well understood, usually
abstract domain (Lakoff & Johnson 1980, Lakoff 1993ffered as evidence in support of this claim
are the numerous words that occur in more tharsen&ntic domain. Conceptual Metaphor theorists
note that many of these cluster into lexically tetasets; for instance, many words, includsegand
picture, occur in both the concrete domain of physicalleisg and the abstract domain of
understanding. Lakoff and Johnson cite the exprassisee what you are sayirapndNow I've got the
whole picture (1980: 48) among their linguistic evidence for thmeetaphorical mapping
UNDERSTANDING IS SEEING Since Lakoff and Johnson’s groundbreaking workilar intuitively
satisfying examples have been given by researdbessgue for the existence of a large number of
conceptual mappings includingNDERSTANDING IS SEEING along with variations and developments

on them.
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Conceptual Metaphor theorists argue that multgiéties are mapped metaphorically from a
source domain to its target domain, along withrtaéributes and the relationships between them. As
Lakoff writes, ‘metaphors are mappings; that iss ¢ conceptual correspondences’ (1993: 207). The
mapping of relationships is at least as importamgndively as the mapping of entities, because the
network of relationships gives the target domasrsttucture. Lakoff and Johnson (1980: 79-81) argue
that metaphors enable one to structure experiemgaicoherent whole.

In Conceptual Metaphor Theory, metaphorically usedds are the linguistic realization of these
underlying patterns of thought. At the linguistevél, there are metaphors that are systematic and
ubiquitous. Because these linguistic metaphors lslieved to realize structural relationships,
Conceptual Metaphor Theory predicts that they shdeimonstrate the same semantic relations in the
target as in the source domain. Although Concepileabphor Theory regards language as secondary
to thought, given language’s importance as evidéac¢hought and the theory’s strong predictions
about language patterning, detailed analysis @fuage patterning is potentially very illuminating.

In this paper, we return to the mappiotyDERSTANDING IS SEEINGand re-examine it using
current techniques from two traditions within apglilinguistics: corpus analysis and discourse
analysis. These techniques have developed coniigesmce the early formulation of Conceptual
Metaphor Theory in 1980; their potential contrilbati to cognitive linguistics is now widely
recognized (e.g., Stefanowitsch & Gries 2006, GiBb%0: 6). We describe uses s#ethat have
elements of metaphorical and metonymic meaningdaora large general corpus of current English;
we describe their patterns of form and meaning. describe the figurative use éein a smaller
corpus of focus-group data, analyzed using teclesigihat focus on the development of speaker
meaning through unfolding discourse. The kind obwimg or understanding described in these
figurative expressions adds to the descriptionragif'om the discussions in the conceptual metaphor
literature, but differs in being more modal, pdrtand interpretative. Before turning to discussion
and evidence fOUNDERSTANDING IS SEEING we discuss in more detail aspects of metaphtiranght

and language.

2. CHARACTERISTICS OF NATURALLY OCCURRING NON-LITERAL
LANGUAGE

2.1 Fixedness and stability

Much metaphorical language seems to occur in semiH expressions, with relatively stable
syntactical and lexical patterns and specific difecand pragmatic meanings (Cameron & Deignhan
2006). The relationship between fixedness and megarinot a new observation: researchers working
within corpus-based and applied linguistic traditidvave noted that words tend to fall into semedix
syntactic patterns (Sinclair 2004, Hunston & Fran2D01). These are strongly associated with

meaning, with different meanings of the same wadding to demonstrate different syntactic



A RE-EXAMINATION OF ‘UNDERSTAND ING IS SEEING’ | 222

patterns. So Hunston and Francis (1998) demondtratethe wordconsiderhas a large number of
related but distinct senses, each associated witffieaent syntactic pattern. When followed by the
-ing form of the verb — in citations such as ‘thene considering providing free electricity’ — the
meaning is ‘think about doing something in the fatuwhereas whenonsideris ditransitive — as in
‘he does not consider himself a celeb’ or ‘it idSidkdo consider memory the oldest human skill’ — it
means ‘have an opinion about something’ (examptes Hunston & Francis 1998: 47).

One of the authors, Deighan, has argued that éinidency can help to distinguish literal from
metaphorical uses of words (2005). At the majoel®f part of speech, she has found a tendency for
word use in animal metaphors to be verbal rathem titominal, probably because they tend to refer to
behaviour. For instance, the wondslf, squirrel, horse hound ape,andhare are all used to refer to
people, but only as verbs — poetic or innovative ascepted. At a more detailed level, syntactic
patterns such as whether verbs are typically usedatiive or passive voice and whether nouns are
count or non-count or are typically used in thegslar or plural are associated with specific litema
metaphorical meanings of words.

A similar degree of fixedness is associated witkicl patterning. In the same book (2005),
Deignan shows that when the wqualy appears in the vicinity girice, both words are likely to have a
metaphorical meaning: consider expressions su@ays high pricdor, a small price to payandto
pay the price Many metaphorical meanings are closely associatttdfixed collocations: whenock
is used metaphorically to mean ‘secure’, it term®dcur in the collocationock steadyand rock
solid. Direction is used metaphorically to refer to people’s futalmices in life; although it can
combine relatively freely, this meaning is foundsinch expressions asstep in the right directian
Deignan (2010) suggests that the tendency towasdsal and syntactic fixedness, while a feature of
all language, is stronger for metaphorically usextds than for their literal counterparts. Conceptua
Metaphor Theory is not concerned with linguisti¢t@aning but with the patterns of thought thatsit
claimed, underlie language use. From its perspectie examples above might be considered noise,
unworthy of close study. We disagree, believind shieeh details raise such important questionseas th

following (Cameron & Deignan 2006: 673):

(1) Why are linguistic metaphors apparently subjegreammatical and lexical restrictions?
(2) If linguistic metaphors are the expression of aadreonceptual mapping, why are they so

unevenly and inconsistently distributed?

2.2 Non-literal language and emergence: metaphoremes

Possible answers to these questions can be founchd#tyng language and thought as forming a
complex dynamic system within which patches of ifitgbemerge over time. In complex systems,
stabilities — or attractor states — are not prediiet, though they can be explaineasst hoc(Larsen-

Freeman & Cameron 2008). This seems characteosach semi-fixed metaphorical expressions as
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pay a high price fara step in the right directigrandemotional baggagéCameron & Deignan 2006)
as found in natural language data. Their fixedrmegsfrequency in natural language qualify them to
be considered as stabilities. They can be explapostl hocusing a conceptual-mapping model of
metaphor, such that the model predicts their oecae, but not their specific features. We have
termed stabilities like these ‘metaphoremes’, whemaetaphoreme is ‘a bundle of relatively stable
patterns of language use’ (Deignan & Cameron 2686).

This paper examines linguistic metaphors associai#ld seeing, extracted from naturally
occurring corpus and discourse- data. We find abasrof metaphoremes. Our theoretical background
is a complex dynamic-systems framework in whichcemtual metaphors are one force contributing
to the emergence of linguistic metaphors, alongsiter forces that may be affective, pragmatic,
linguistic, or contextual. We hope to demonstrat this approach can give a more subtle account of
metaphor at the level of language — and also, blysst the level of thought. Before turning to the

data, we discuss previous research intaNBERSTANDING IS SEEINGMapping.

3. STUDIES OF UNDERSTANDING IS SEEING

3.1 Linguistic evidence and patterns of meaning in contemporary English

Scholars have described what seems to be roughlyaime metaphor, in which vision is mapped onto
cognition, variously terming the mMappingNDERSTANDING IS SEEING KNOWING IS SEEING oOr
THINKING IS SEEING — the implications of the different wordings affepossible interest, but we will

not explore that here; the examples cited stroaghgest that the same mapping and correspondences
are intended by the different wordings, and we thidirefore regard them as equivalent. Here, we use
Lakoff and Johnson’sNDERSTANDING IS SEEING which seems to be the most frequently used. lfakof

and Johnson (1980: 48) base their claim for thepingpon linguistic expressions such as:

| seewhat you're saying.
It looksdifferent from mypoint of view
What is youroutlook onthat?

Now I've got thewhole picture

Lakoff and Johnson do not explore in detail thegoas of meaning in these examples. Note that their
examples concern both the act of seeing and thdupt®f the act (theicture) — and, by implication,
the dynamic of not-seeing and then seeing: of cgnmito vision or becoming visible. We take up
these points below in the discussion of our owia.dat

Sweetser cites as evidence for the mapping KNOWISIGEEING (1990: 37) such expressions

as:
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| see
... aclear presentation.
... anopaquestatement.

... atransparentploy.

Danesi has explored (1990) the nature of absthacight through an exploration of visual metaphors,

which he claims realizeHINKING IS SEEING He cites (1990: 222):

| cannotseewhat you're getting at.
There is more to this thaneets the eye
That is mypoint of view

| do not agree with youriewpoint
That's the way Visualizeit.

It all depends on how ydook atit.
Seeings believing.

| cannot quitepicturethat.

He classifies (1990: 224HINKING IS SEEING metaphors into three groups, the first focusinghen

physical process of seeing:

| do notseethe point of your argument.
We neversee eye to eyan matters.

| viewthings differently.

Both Lakoff and Johnson’s examples and, to somengxBweetser’'s are concerned both with ‘not
seeing’ (metaphorically: not thinking or understizugdl and seeing — a point we return to below.
The second group concerns differences in peraeptiamed metaphorically as differences in

the intensity of a light source that illuminates thbject of seeing:

That was drilliant idea.
| take adim view of that whole affair.

What you are saying isot very clear

The third group are vision metaphors that refefmodalities involved in the visual perspective’
(1990: 224):
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| have a differenbutlookthan you do.
With hindsight | would have done it in the same way.
You have very littldoresighton most issues.

Her speeclhhrew light onthe matter.

In a recent paper (2001), Danesi uses Cognitiveapletr Theory to construct principles of abstract
concept formation. He writes that (2001: 133) ‘adfic metaphor is viewed as a “discourse trace” to
the structure of the abstract concept in questida’again describes the mappilgNKING IS SEEING
and explores the role that the concept of lighypla literal and metaphorical seeing. ‘The externa
physical properties of light that permit visionqpility, brightness etc) ... are then projected ahi®
target domain of knowing. The end result is a cpheaization of knowing as “internal
vision™(2001: 138). He cites the following exampl@001: 239):

His wordsthrew some lightn the question.

That newspapdsroughtthe scandaio light.

Several of the above examples suggest extensithre ahapping beyond vision and thought to related
areas: a point taken up by some writers. Lakoff doithson do not extend tBEEINGmetaphor in this
way but propose further mappingsEAS ARE LIGHT-SOURCESandDISCOURSE IS A LIGHFMEDIUM

(1980: 48), citing the expressions:

The argument islear.
It's atransparentargument.

The discussion wagpaque

3.2 Etymology and cross-linguistic studies

As well as being broadly agreed upon by cognitisleotars, the mapping GEEING onto KNOWING
/UNDERSTANDING /THINKING has been noted by lexicographers. The ‘understaredining ofseeis
listed in the Shorter Oxford English Dictionary (BD), defined as ‘to perceive mentally, to
apprehend by thought (a truth etc); to recognize firce of (a demonstration) often with ref. to
metaphorical light or eyes’ (1971: 1928). The SOté&xes the earliest citations of this usage to
Middle English. The Oxford English Dictionary Ordifists the following, attested in Old English: ‘to
know by observation (ocular and other), to witnéssneet with in the course of one's experience; to
have personal knowledge of, to be a contemporargnaf present at the scene of (an event); to be
living at (a certain period of time). Also, to exmmce (a specific age in life): usu. in negative

context.” Meanwhile, Sweetser investigates the etggy of perception verbs includirsge arguing



A RE-EXAMINATION OF ‘UNDERSTAND ING IS SEEING’ | 226

that (1990: 23): ‘the historical and synchronicadabint to one and the same cognitively based
analysis of the relevant semantic domain’.

Sweetser finds evidence for the mapping acrossnzgbeu of Indo-European languages: ‘vision
verbs commonly develop abstract senses of mentiaitgc(1990: 33). Allan notes evidence of the
mapping in some Austronesian and Afroasiatic laggag2008: 58-61). Where mappings are shared
across a wide number of languages and culturegeins likely they originate in experience that is
universal to human beings, not culturally speciBueeetser argues that the widespread nature of the
mapping shows it has an embodied and experiendisisbKévecses (2002) is of the same opinion,
pointing out thatKkNOWING IS SEEING has its roots in physical experience: to know pdarstand
something, one often must see it first. ‘The sow@main is a precondition for the event in the ¢arg
to occur.... Seeing makes knowing possible in mamsggaKdvecses 2002: 158). Sweetser develops
the experiential argument, claiming that sight $eldte the most reliable and objective of the five
senses: ‘two people who stand in the same placeyemerally understood to see the same thing’
(1990: 39). She argues that this attribute of glatsieeing is mapped onto the figurative sensthato
metaphorically seeing is objective: ‘the objectiittellectual side of our mental life seems to be
regularly linked with the sense of vision’ (199(¢)3She claims that figurative expressions refgrrin
to opinions or points of view are not counterevickerdifferent points of view imply the same entity
viewed from different locations. By implication,tiie same entity is viewed from the same locaiton,
will be seen — and understood metaphorically -héndame way.

The research reported here finds general agreesnemio central points: the abstract domains of
knowing and understanding are often understooditiiraghe concrete domain of physical vision, and
the metaphorical correspondences spread into delddenains such as light and darkness. Where
Sweetser or, to a lesser extent, Kovecses disthessnature of thinking or understanding,
metaphoricalSEEING is described explicitly as an objective processing to its grounding in the
(supposedly) objective nature of literal seeingnBmf the examples they cite suggest, however, that
the mapping is not always so straightforward, ethemugh, with the exception of Danesi (1990) who
explores these subtleties in his discussion of rtoalalities of seeing and thinking, this is not
commented on. A further gap in the abovementiorisdudsions lies in the nature of the evidence
presented. For those of us who are applied linguidiere are limitations to the use of de-
contextualised examples, especially when they dccame from natural language in use. We begin

the next section with a brief discussion of th&uss.

4. METHODS

4.1 Using complementary, naturally-occurring data sources

The linguistic data cited in support of the claimshe previous section seem, in most cases, to be
intuitively sourced. Where citations are taken froaturally occurring data, they are almost invdyiab

presented as isolated expressions or sentencdmuivitheir wider co-text. For applied linguists
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working thirty years after the original work on Qaptual Metaphor Theory, this methodological
decision raises two problems. First, over the tlaste decades, it has been repeatedly observed (e.g
Sinclair 2004) that language users are not go@iaatucing examples of language that have the usage
characteristics of naturally occurring citationseihan has argued (2005, 2008) that studies of
metaphorical meaning should always be based omatigteccurring language because subtleties of
meaning and form are not retrievable through urhidéuition. Second, assuming the meaning of
language samples without considering the wideradisse presents a problem. Cameron has shown
(2003,et al. 2009) has shown that aspects of meaning — perbapscially, figurative meaning — may
be built up over a stretch of discourse. Much mayniissed when a single utterance or phrase is
removed from its surroundings.

For our study, we examined a large number of omatiofseeand its inflections taken from in
naturally occurring data of two types: corpus aigtalrse data. They differ importantly. Corpora
provide large numbers of citations from many difartexts. Although a certain amount of context is
available, they are normally studied in a window 8ff characters; the analyst usually has no
knowledge of the discourse context beyond whatcsimeglean from the name of the text from which
the citations are taken. In contrast, discoursa dase from continuous spoken discourse, which has
the advantage of allowing the analyst to see hovanimg is built up and negotiated between
participants during the discourse — something ighabt possible in the ‘snapshot’ approach of cerpu
work. Often — as in this case — the analyst hasvdgged insight into the context of the discoyrse
having either been a participant or (as here) lipgiispecialized knowledge of the topic or discourse
community. Corpus data lack these possibilities lave the advantage of offering a very large
number of instances of the language feature umdesstigation. We have argued elsewhere (Cameron

& Deignan 2003) that corpus and discourse datacoarplement each other.

4.2 The corpus study

Corpus analysis has been used previously to explmeceptual Metaphor Theory and has the
potential to contribute to further theoretical deb@ne example is investigations into the lindaist
implications of the domains-mapping hypothesis.gpan (1999) investigates temperature metaphors
for emotion using corpus data, looking for corremjences between literal antonyms such as
warm/coolandhot/coldand literal near-synonyms suchieg freezing/ frostyn the target domain of
emotion: Conceptual Metaphor Theory predicts thealel relationships should be found in the
metaphorical uses of these words. Deignan doesethdind a strong tendency to talk about emotions
using the lexis of temperature, resulting in freguenguistic metaphors. However, these metaphors
do not form a semantically coherent network. Refethips of antonymy and hyponymy from the
source domain are oftenot replicated in the target domain. One finds detiaifgatches of

correspondence, but no consistent mapping of oaistips.
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Research into metonymy (Goossens 1995, Barcelofid)2ind embodiment (Gibbs, Lima &
Francuzo 2004; Gibbs 2006) in the post-1980 cognitradition can explain these findings. The
argument is frequently made that much metaphorasrgled in metonymy, which is often the result
of embodied experience. In this view, many tempeeatmetaphors arise from metonymies in which
the bodily experience associated with an emotianapped onto that emotion. Thus, heat is mapped
onto anger to produce figurative expressions sgch leated argumentf the domain of emotion is
structured by the domain of temperature, one megipect an antonymous useaafld, meaning ‘not
angry’. In contrast, a metonymy-based account doégpredict large-scale systematic mapping: one
does not feel cold when one is not angry, sonbissurprising that one does not find metaphorisal
of cold with this meaning in naturally occurring languagatad The patchiness of the linguistic
metaphors found in corpus data is consistent withllsscale mappings of a number of temperature
metonymies, rather than one large, structured rhetégal mapping. In our present research, corpus
analysis supports a refinement of Conceptual Metapheory as originally articulated, via a level of
linguistic detail that would not be possible ussmgall data sets or invented data. What at firshaga
seems like linguistic noise has theoretical impiazs.

For the present study, we used the Oxford Englistp@: a two-billion-word corpus of written
and spoken contemporary English from a varietyoofrses. We randomly sampled 1,000 citations of
see/saw/seeing/seen/sedge read through all 1,000 citations, using Camar¢2003,et al. 2009)
version of the ‘pragglejaz’ procedure (Pragglejapup 2007) to identify ‘vehicle’ terms rather than
words (as in the original procedure). Uses wersseld as metaphorical if they satisfied both the
criteria of contrast between contextual and basamng, where the basic meaningseewas taken
to be visual perception, and transfer of meaningfthe basic to the contextual sense. We identified
523 citations as having some degree of non-liteedning. We made no attempt to separate metaphor
from metonymy, and we included uses that we terybrids’ where literal and non-literal meanings
seemed to be invoked together (example below). Wendt analyze the remaining 477 (literal)
citations in detail.

We then re-examined the 523 citations, classifgiregm into broad semantic groups. Where we
found regularities of form, we kept the citatiomsd separate group. Regularities of form always
occurred within the same broad meaningseé Sometimes these formed a subset of a group of
citations with a common meaning: that is, citatiomg¢h the same general meaning sometimes
consisted of a number of smaller groups havingediffit formal patterns. This rarely happened the
other way round: similarity of form almost nevepossed over from one semantic group to another.
The exception was where the grammatical form iy eemmon, such as wheseeis followed by a
direct object. More complex forms such see [something] as [somethingjere unique to a single

meaning. We did not use a dictionary at the begmrmf the process because of our belief in the

! http://www.oxforddictionaries.com/page/oec
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importance of corpus-driven analysis (Tognini-Bdin2001): that is, the analyst should not impose
pre-determined classifications on the data.

We sorted the concordance of figurative uses alkgiadlly by the word immediately to the left
of see/sees/seen/seeing/daw ease of reading. We first separated out thelieral sense that was
easiest to identify, in whickeeis used for cross-reference elsewhere in theaesinother text. We
then separated out citations in whiske means ‘perceive in a particular way' or ‘find auThe
process was iterative and involved re-reading scita¢éions a number of times. At a later stage & th
process, when we thought we had identified the rireguent senses and had a small group of around
fifty citations that were difficult to classify, weonsulted two corpus-based dictionaries: Macmillan
English Dictionary for Advanced Learners, and QalliCobuild English Dictionary for Advanced
Learners. We did so to help with the classificatimal definitions and to resolve borderline cases. F
one meaning in particular, the Collins Cobuild d#fon helped us verbalize a meaning that we
understood from citations but found difficult tdiaulate: ‘know by observing'. Collins Cobuild also
helped with splitting groups of meanings into subups.

As mentioned above, we found a number of hybriations in which an expression seems to lie
on the boundary between literal and metaphoricaiheolve both senses. These citations make it
difficult — perhaps pointless — to draw a cleae limetween metaphorical and non-metaphorical uses.

We feel it methodologically unsound to attempt éosd given the subjectivity involved. Consider:

He is the DA and he’seenall of the evidence.

In this citation,seenis (probably) literally true but also has the dntant ‘consider’, making it a
hybrid of literal and non-literal meanings.

We now describe the second part of our study, befmcussing our findings from both parts.

4.3 Discourse data from focus group discussions

Our second dataset consists of discourse datatimefwe focus-group discussions held in the spring
of 2006 on the topic of living with the backgrourisk of terrorism? We recruited eight participants
per group in two UK cities: London and Leeds. Godjffered in socioeconomic status, generalized
from occupation and education. Separate groups wg@nized for Muslims and non-Muslims and
for men and women. Each discussion lasted aboetynminutes and was structured by a moderator,
who asked prepared questions but otherwise leficpaants to interact with minimum interruption.
The discussions were audio-recorded and transcniveducing a total of 213,271 words.
Full analysis of the metaphors was carried outgusite procedure detailed by Camenal

(2009); some of the findings are reported in (Cameand Maslen 2010). For the present study, we

’ The research was funded by the UK Economic and Social Research Council (ESRC RES 228250053) under its
New Security Challenges programme.
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carried out a further round of analysising the software Wordsmith Tools v.5 (Scott Ja@7extract

all instances of the lemnsee i.e., see/seeing/sees/seen/s@Ve placed these into an Excel table and
sorted them into metaphorical and non-metaphowusals, following our version of the pragglejaz
procedure. As with the corpus data, we found -Agdae clearly metaphorical or literal uses — a
large group of ambiguous uses we classed as ‘hyxeichuse a metaphorical sense was possible to
infer alongside the literal sense. In some casegms clear from the discourse context that botisae

were active; in other cases, we were unable to kiiomples from the data include:

Theyseetheir families suffering.

| couldn’t get into London teeeher.

Table 1 gives the numbers of metaphorical, hylaid literal senses found for each of the forms of
the lemma.

non-finitesee (l/you/theysee sees seeing seen salotal

Metaphorical 45 90 0 4 2 2 143
Hybrid 20 41 0 2 45 4 112
Literal 23 87 4 15 56 32 217
Total 88 218 4 21 103 38 472

Table 1: Uses of the lemma SEE in the focus-group data.

The distribution of unambiguously metaphorical usedifferent from the other two categories, with a
much higher proportion of non-finite uses: 32%aiht instances, as against 18% for hybrid and 11%
for literal uses. The non-finite uses result fromeadency for metaphorical uses to be modal or

negative, as shown below.

We then examined the metaphorical, literal, andridybses ofseefor form and meaning to
identify patterns of form/meaning relationships.

5. FINDINGS FROM ANALYSIS OF THE CORPUS DATA
In our analysis of metaphorical, literal, and hgbcitations ofSEE we found five main meaning
groups of metaphorical and hybrid senses and ddssvfrequent — and apparently less significant —

senses. Because of the number of citations invplweddid not analyze citations of literal sensds in
separate groups. The five groups are:

(1) ‘*know’ or ‘understand’: 161 citations

(2) ‘interpret as’: 110 citations

® Thanks are due to Dr Robert Maslen for undertaking the initial stages of analysis.
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(3) ‘witness’: 107 citations
(4) ‘control’: 33 citations
(5) metonym for ‘read’ or ‘study’: 106 citations

other. 5 citations

All five groups include citations that seem to bgbitds as well as apparently pure metaphors.
Considerably less contextual information is avddahan for the discourse data, making the decision
which citations of SEE are purely figurative and which hybrid — havingrso element of literal
meaning — highly subjective and we believe, in meases unreliable. Therefore, we did not calculate
figures for this dimension of the analysis.

We now describe the five groups in turn, with exesp

5.1 ‘Know’ or ‘understand’

The first group, in whiclseeseems to mean ‘know’ or ‘understand’, consistseferal clusters of
sub-senses. In the largest of these (79 citati@SE means something like ‘find out’ or ‘construct

knowledge’, as in the following examples:

Have students examine the data visualization videseehow scientists display, analyze and
interpret scientific data.

It will be interesting teseewhat actual remedies he is suggesting.

As with these examples, in the majority of citati@eeis followed by a wh-clause (72 of the 79
citations), showing a tight relationship betweenmrf@and meaningSeeis not followed by a wh-clause
with any of the other four broad meaning groupsiified in our data. Most of these citations seem t
be hybrids; but, in some cases, more knowledgeonfext is needed to be certain. The metaphor
describes coming to an understanding rather thig e a fixed state of understanding.

The Collins Cobuild English Dictionary (Sense 4jigies a second sub-sense that is very closely
related: ‘if youseethat something is true or exists, you realise lbyeoving it that it is true or exists’,

as in the following citation:

Logan clearly has that winner's drive. You caeit the way she discusses her day with the

conference PR.

Separating citations into these two groups provéfitalt. The first group consists of those citatg
in which the person who ‘sees’ is progressing talwar currently unknown understanding; the second
consists of those where the subject of the verlirmas knowledge though literal observation: thisis

metaphor from metonymy (Goossens 1995, Barcelofa)2Qiteral seeing is involved, but there is a
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mapping onto the domain of knowledge. Deignan (205 describes the process this way: ‘an
expression develops a meaning though metonymy amimg that is then mapped metaphorically onto
another domain’. The nineteen citations of this-sebse are all hybrids.

The citations described so far tend to usseaingverb in negative or modal form: that is,
speakers and writers, when they us seem to talk not about a positive, objective seaf
understandingout aboutnot understanding, or about the possibilities for ustdending or a person’s

ability to understand. Further examples demonstrage

Perhaps Hollywood is waiting seehow the real story turns out.

Both MOD and UK industry would wish teeethe results of demonstrations and trials of
electromagnetic launcher technology before conisigehe selection of a launch system.

| canseewhy it would be a very useful ability to have iflyybelonged to a secret society.

Just as he couldrseewhat was going on under his nose with Florencefsttburnham...

This semantic tendency is reflected in form: of ¥ecitations of the two sub-senses discussedrso fa
SEEis not in the base forrseein only eleven, because of the strong tendencyherverb to occur
after modal verbs or in negative constructionstti@lse eleven citations, in thr&&Eoccurs in the
expressiont remains to be sedr wh clause], which expresses lack of certainty.

We classified the discourse markgmi seel see,andlet’s seeas instances of the set of ‘know,
understand’ senses. They are not modalized, Iseeins likely thayou sedas an ellipsis frondo you
see?or if you see what | meanthat is, the full form is modalizett.ou sees much more frequent
thanl see there are 25 citations gbu seeor see compared with three fdrseeand two forlet's see
These expressions suggest approaching understandimming round to share another speaker’s view
— and so they share with the rest of the groumtiaity of subjectivity and of change (dynamism
in moving from not knowing to knowing.

In the ‘know, understand’ group, we also included tise okeeto describe predictions, which

have modal meaning by nature (sixteen citations):

| don'tseeSpain losing to South Africa. | would fully be eeqting to play Spain on Sunday.
But | actuallysawthat coming, and briefly considered nullifying thlans, and then decided

against it.

Four semi-fixed figurative expressions seem to mgloo this group because their meaning is
associated with understandirsgge (no) reason/grounds/chance/point (88ven citationshard to see
(five citations);see the big picturéhree citations), anslee signs oftwo citations), as exemplified in

the following expressions:
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| don'tseeany reason to carry on a conversation with thegzbnal rumor mill.

If he is not going to be defensive, it is hargéawhere the story goes.

Some members resisted at first. But theg®en the big pictureand now they 're patting me on
the back.

We are unlikely tsee any signs @écovery for a couple of years.

This group of senses appears to represent the minratanetaphotUNDERSTANDING / KNOWING IS
SEEING They are virtually all modalized, made tentativesome way, and lacking the objectivity that
is often attributed to this metaphor, most spealifjc by Sweetser (1990). The ‘find out’ sense
describes learning / coming to understanding; kinew by observation sense’ suggests moving from
lack of understanding to developing an interpretativhile many citations of the ‘understand’ sense

clearly describe a coming to understand — or faitordo so — that is subjective.

5.2 Interpret as

The second group of sensesSEEconcerns people’s interpretations of a situatidre most frequent
(56 citations) is defined by the Collins Cobuild giish Dictionary as: ‘if you see someone or
something as a certain thing, you have the opithanh they are that thing’ (Sense 6). These citation

take the grammatical forsee something aas in:

In those cultures where women geen asnaturally' weak or vulnerable...

In a further 33 citations, the meaning &feis likewise associated with a partial or individua

interpretation, but there is no explicit comparisbence, the grammatical structa® ..ass not used:

Latin America is an eye-opener to Wright and sheneseeseverything differently upon
returning to London where she grew up.

That's one of my best sides people keep on tettieg or worst, depending on how yseeit.

We include in this group a sub-group of fifteeratidns in whichseerefers to somebody finding a
particular quality in something. This sense seemddlong in the group because it shares the

connotations of individual — perhaps partial — pptons.

They are put where the eldersee local interest, often in impoverished, run-down
neighborhoods, such as in Dorchester or Bridgeport.

Janet Daley in the Telegragawan ‘intellectual decadence' she found ‘repulsive'.
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In fourteen of the fifteen citationseeis followed by a direct object; in the | 5eeis in the passive
voice.

A small number of related citations — five — mentithe viewpoint of the person whose
perceptions are described and explicitly referhmirtstance, sometimes using a metaphor of place.

These always take the forsee [something] from

Given the nature of this problem as yameit from the U.S. perspective...
Don Baker haseenfarming from both sides now — as a scientific aesker and as a farm

consultant.

The fixed expressiosee eye to ey@ne citation) seems to fhis group, because it refers to individual

positions and interpretations and hints at othgrswed interpreting these positions.

5.3 Witness

The third group of citations perhaps represent mojective knowledge. The Collins Cobuild English
Dictionary defines this sense as: ‘if a periodiofet or a person sees a particular change or ewent,
takes place during that period of time or when thatson is alive’ (Sense 9). To the best of our
knowledge, this sense is not widely documentedhénmetaphor literature. It is fairly frequent ireth
Oxford English Corpus, possibly because — like miamge modern corpora — the Oxford English
corpus includes a fairly high proportion of bothjoalistic texts and texts from the Worldwide Web.
We separated the citations into those in whichragresees a change or event (78 citations) and
those in which a time or place sees a change oethimg (28 citations), even though these are tdeate
together by the dictionary, probably because thanimg of SEEseems to be very similar. However,
in terms of metaphor, the nature of the transfadifierent: when a person is described as seeing an
event or change, the metaphor seems metonymy biagedtiteral seeing comes the abstract meaning

‘know of / experience’, as in the following citatis:

Are you likely tosee$4 gas again in 2009?

There 's this kind of media story that saeevery few months.

A subgroup of citations consists of the fairly $abxpressions ‘would like to see’ or ‘want to see’

I.e., they talk about desired changes (15 of 7gioits):

I would also like toseebusinesses serving late night customers.

54-year-old Charles Murray wantsgeesomething done before another accident happens.
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Where a time or place is described as seeing ant evechange, the time or place may stand
metonymically for the people who live during thamé or in that place: that is, there is a furtleael
of metonymy, as in the following examples. Whilergoof the previous group could be considered

hybrids, none of these can.

Although the later 19th century wasdeethe creation of the modern nation...

In Glasgow, whiclsawa 20 % rise in the value of house sales last year.

A final citation that seems to belong with thisgpds in passive form without a named agent:

It would also promote the interests of Formula @reg motor sport beeento institute a full

inquiry into the events.

The emphasis of the metaphor is slightly differennetheless, we felt it to belong within the ollera

meaning of ‘witness’.

5.4 Control

The fourth main metaphorical group is apparentiselated toKkNOWING IS SEEING relating instead to

CONTROLLING IS SEEING(Sweetser 1990). In this group (29 citatiosgemeans ‘cause’:

A vast programme of 'beautification' heexen40 million flowers and tens of thousands of trees

planted in Beijing alone.

Related to this are two phrasal verbse througlandsee tg each of which we found twice.

We really owe it to Canada seethe Gomery Report through to the very end.

Before she could leave, Louisa Hurst had an impbrtatter tcseeto.

5.5 Read

In the fifth group SEEis used as a metonym for reading or studying. dstroitations from this group
(92 of 116),SEEis used in the imperative to cross reference angiart of the text or a different text.
For example:

The apostle Paus€eOn The Road To Damascus), who wrote much of the Nestament...

In five citations it is used anaphorically, in tites such as:
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As we haveseen racism is systemic and routinely reproduces thigodinate position of

people of colour.

In four of the five citationsseeis found in the expressi@s we have seen

In a further nine citationsee meaning ‘read’, is more freely combining, as in:

Judge Mahony said he hadensome papers and took the matter no further.

This final group seems intrinsically of less inwréo an account of figuratively us€EE The
meaning is undoubtedly hybrid, having clear noeréit implications in all citations, but it seemsb®
a straightforward case of metonymical referencee @btion of seeing is — with the exception of
situations such as using Braille — criterial todieg or studying; its extension to cover theseoaiis
uncomplicated.

The five remaining citations were not classifietbiany of the above groups. They comprise two
citations ofseeing agmeaning ‘taking into account that’), onesafe the light at the end of the tunnel

one ofsee fit to and one ofee action

6. FINDINGS FROM THE DISCOURSE DATA

Forms of the verlseeoccur 472 times in the discourse data: 217 agealituses referring to visual
perception, 143 are metaphorical uses, and 11Zybdd uses potentially concerned with visual
perception in some way while having the potentislrhetaphorical meaning. We concluded that we
had sufficient contextual information and familtgrivith the content to attempt the classification,
although we acknowledge that it is still subjectival would be difficult to replicate.

Metaphorical meaning thus applies in around 54%sef ofSEEin this data. This is very similar
to the corpus data, in which metaphorical meaniag mvolved in 52% of citations (523 of 1000).
Note that the corpus data is predominantly writterd several of the senses described above — notabl
where seeis used to cross-reference within a text — areosincertainly exclusive to writing. The
similar proportion of metaphorical use is likeletkfore to be coincidental, though interesting.

Investigating the meanings associated with the $oarmd uses of metaphoricaereveals more
about possible patterns. It shows that Sweetseggestion thaseemetaphors are used to imply
objective knowledge does not hold — rather themselhe two most frequent meaning groups in the
data are (1)ousee used as discourse marker and (2) interpreteas[something] as [something]
(various phrases using the vesdgewith as, how, wayetc. to create analogies). Two significant formal
patterns are found: (1) modsée (various forms of the verbee + direct object that incorporate

modal/auxiliary verbs in the verb phrase) and &)ativesee.
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6.1. ‘You see’ used as discourse marker

The discourse markegrou seeaccounts for sixty of the metaphorical usesS&E, including one
question formdo you see? Its function seems to be to appeal to other speate take on or
understand temporarily the speaker’s opinion éiuatt: that is, it is an appeal for intersubjedtivas

seen in the following extracts.

in order not to,

make them feel suspicious,
or worried,

yousee<@>.

you know,

yousee
I- I'm old school.

and | bought the Daily Mail,
all those years,

and | haven't stopped.

6.2. Interpret as: See [something] as [something]

Thirty-four metaphorical uses ske— that is, 13% of all uses where there is someaphetricity —
involve interpreting or imagining one thing in teyrof another. Speakers usee asto set out for
listeners an opinion or attitude held by themselweattributed to others. Thus, this use specifjcal

stresses the subjectivity of the opinion or attttigat follows.

the Arabs jusseeit asan injustice

and that will always be the way

terrorists dcseeit asa war

. 1 think | seeit asa,
like a —
. .. I-i-it's ch- --

. it's chance

In each of these examples, the inherent subjecivfithe expression see as is further modalizeth wi
just(in just see it s with do (in do see it as and withl think. The same function is played by several

other forms in the data, with similar meanings. Séhencludethat's how l/they see iandthat’'s the
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way l/they see itThese senses incorporate the possibility of pieltinterpretations. They highlight
the choice of one out of several ‘ways of seeinffen allowing that others may see things diffdsent
or emphasizing one’s own view.

While this particular use may have been frequenth& focus-group discussions because the
discussion topics included perspectives on temgris is also relatively frequent in the corpusadat
which come from a range of texts: thee...agnetaphoreme accounts for 10% of non-literal ctei
in the corpus data. Percentages are not closelpa@ble: they could be skewed by the existence in
one of the datasets of another, very frequent sesueh as the cross-referencing sense in the corpus
data. Nonetheless, it appears that the frequentlyi®imeaning in the discourse data was not unduly
influenced by the controversial nature of the topic

The existence of this meaning directly contraditaéms made foseeingmetaphors in respect of
objectivity. Discoursally, theseseeing asmetaphors highlight the inevitable subjectivity of

understanding: a theme that plays out across laitsets.

6.3. Modal see

In addition to modal auxiliary verbean, could, would, mightthe metaphorical use cfeewas
modalized in expressions suchraaybe they are seeing, | was pretty happy to aedthey want to

see and in the following extracts.

and nobody was doing anything,

as far as ordinary people coudde

| canseesomething,

really kicking off eventually

people like me and Finn,

might seethings different

Of the 25 uses of modake,eleven were first persdrnuses, four were third-persdimeyuses, and the
remainder were claims about possible or probabtierstandings shared by people in general. The
objectivity claimed for metaphoricakeis again absent; instead, these uses underlingtitegive or
temporary nature of one’s own understanding of wizeld or the understandings one imputes to

others.

6.4. Negative ‘see’

Twenty-one of the metaphorical uses of the \&rbwere in negative form.
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but | couldn’tseethe point in doing that.

but you just can’seeit happening

| can't justseeany other reason,
why we would go in.

apart from oil,

no one’s going tsee

.. everything exactly the same.

The negative forms include negated versions of efiche previous three typeseeing asyou see,
and modakee They are grouped together rather than being diedun the first three groups, because
their metaphorical use does not seem to be a ktfaigrard inversion of the affirmative forms — as
Conceptual Metaphor Theory and the idea of domaippimg would predict. In the spoken discourse,
they are often emphatic — intensified withst or some other word — and function to highlight
differences between the speaker’s opinion, attitodéelief about the future and that of some other
person or group. They seem to function to resistemry an understanding that is being imposed on the
speaker.

To summarize the meanings $EEfound in the discourse data: each, in some wagb@ut
multiple ways of seeing and about selections ofepeaces among these multiple possibilities. The
discourse data suggest tI&#Eis used less to speak about what is known and teospeak about

what is believed.

7. DISCUSSION

Findings from the corpus and discourse analysimmgeecomplement each other. In this section, we

consider key issues across both dataSetsexpresses a number of related concepts:

(1) change in the state of knowing: moving from not Wiy towards knowing, often
metonymically through visual perception;

(2) (lack of) understanding in the way that other peodb, sometimes referring to a
particular ability to “see” patterns that other pleocannot or do not “see”;

(3) interpretations and relative knowledge;

(4) witnessing by a person, time, or place;

(5) in a number of citations, especially whem@u seeoccurs, there is a persuasive element

encouraging the hearer to perceive events in a&pkt way.
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Each of these seems to be specifically subjectv@ partial, in contrast to the objectivity
suggested by previous studies of the mapping, asithose discussed in Section Three. Many seem to
be about alternatives, including hypothetical orses] about views held by others. Some citations
suggest thageeis an important way of talking about other peoplebrld views.

Collectively, these meanings suggest that metagdlogeeing’ is not simply a way of expressing
‘understanding’; it is more nuanced, more subjectiv is, perhaps, a better way of describing how
people actually think than the word ‘understanders, with its implication that reality can be ditly
and objectively accessed.

The corpus data shows a further two senses notfisuthe discourse data and not related to this
mapping: (1) control and (2) read.

In terms of form, both datasets show a limited nembf grammatical and lexical patterns

associated with close but distinct meanings: thattabilities or metaphoremes. These include:

see [something] as

the way [somebody] sees it
see + wh clause

remains to be seen

see reason/ point/ grounds

see [something] from [place]

8. CONCLUSION

It would be of great interest to investigate radaliexis such atight, picture, andview to determine
whether similar semantic and formal patterns carfdomd. Each study of a single item is time
consuming because many instances are needed Hilmattely, we feel, extremely worthwhile.

Our findings both challenge and confirm aspect&ohceptual Metaphor Theory. On the one
hand, we have argued that some earlier descriptibtise mappingSEEING IS UNDERSTANDINGare
inaccurate and oversimplify what happens wheais used non-literally. On the other, our findings
support the contention that people use metaphoegppess concepts ‘that simply cannot be easily or
clearly expressed with literal speech’ (Gibbs 19925). The nature of human knowledge and
understanding is, perhaps, one of those concdptsliteral terms ‘know’ and ‘understand’ cannot
capture its nature as subtly as metaphors fronddin@ain of vision can. Our findings on meanings of
metaphoricakeeare likely to hold true for many metaphors. Camehas argued extensively (e.g.,
2003) that metaphor is used to manage alterity modality, while Deignan (2010) claims that
evaluation is one of metaphor’s central functions.

Our findings are also consistent with the constrofllanguage and thought as a complex

dynamical system. In more than 1000 citations daf-iteral seewe have investigated, we find a
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number of pockets of stability: of co-occurrencedetailed lexical and grammatical patterning with
highly specific meanings.

Nothing that we have said in this paper is at oddk the central contention of Conceptual
Metaphor Theory. However, our findings demonsthat@ some interpretations of the theory, leading
to sometimes sweeping generalizations about lamguegd to mask the subtlety of metaphorical
language at work in people’s everyday interactidds.also hope to have highlighted the potential for

giving language a central — rather than subordinatde in analysis.
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The Role of Metaphor in the Structuring of Emotion

Concepts

Conceptual metaphor theory (CMT) is one of the most prolific frameworks in the study of emotion
concepts. Following the seminal work of Lakoff and Johnson (1980) and subsequent work by Kévecses
(1986, 1990) and Kévecses and Lakoff (1987), an impressive number of studies in cognitive linguistics and
psycholinguistics have sought to document and confirm the claim that conceptual metaphor (CM)
structures affective concepts. I attempt a brief overview of CMT claims about and CMT-inspired research
on emotion concepts. I continue by presenting a study based on data collected in six languages, to assess
the role of CM in the structuring of emotion concepts. I introduce the procedure, the corpus, and the
analyses that have been carried out, including a detailed discussion of the considerations that informed the
coding decisions applied to the corpus in a tentative quantitative analysis. Finally, I highlight a series of
difficulties and controversies raised by CMT-driven analysis of emotion concepts that could be employed
in hypothesis-driven experiments to test conceptual processing claims made within CMT.

Keywords: emotion concepts, emotion metaphor, affective knowledge, Romance languages, Scandinavian
languages.

1. INTRODUCTION
1.1 CMT: Claims on the Structuring of Emotion Concepts
According to one of CMT's foundational claims, ematconcepts are metaphorically structured:

...Although a sharply delineated conceptual structarespace emerges from our perceptual-
motor functioning, no sharply defined conceptualicture for the emotions emerges from our
emotional functioning alone.... Metaphors allow usctceptualize our emotions in more
sharply defined terms.
CMT posits that only a few basic domains and cdecioncepts emerge directly from bodily
experience: e.g., spatial orientation, containmémtze, and temperature. All abstract concepts —
including emotion concepts — are indirectly grouwhdie these basic domains by sets of enduring
metaphorical mappings, whose purpose is to ass@ratanding the more abstract concepts in terms
of the more concrete ones (Kévecses 2000: 4).
In CMT’s most radical claims, metaphorical repreéagan is automatic and obligatory (Lakoff

and Johnson 1980, Lakoff 1993), being the struoguprinciple for much of one’s conceptual system:
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research conducted while the author was base@ &éhter for Semiotics, Aarhus University.
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i.e., the non-sensory, non-perceptual conceptss Ehtails that ‘emotion concepts emerge from
metaphors’ (Kévecses 1990: 4). One implicationhid tlaim is that metaphorical mappings become
built into the knowledge retrieval functions of tbeain. If so, then accessing an emotion concept
necessarily means activating concepts of spacghtbess, force, or other physical domains (Meier
and Robinson 2005) that are usually mentionedrastating sources in the CMT literature. Another

consequence is that non-metaphorical conceptualizamay not be possible for emotion concepts.

In a less radical interpretation, metaphor is gudytially responsible for the representation of
abstract concepts, and only ‘certain aspects oftiemal concepts are actually created by metaphor’
(Kovecses 1990:204). Metaphor’s role is that ofitirgy the richness of emotion concepts (Kévecses
1990: 205) that otherwise would have quite a pamrceptual structure: e.g., the concept of love
would have ‘a minimal nonmetaphorical structurehwétlover, a beloved, a love relationship, and not
much more’ (Gallese & Lakoff 2005: 470). This shalestructure is then enriched by more than a
dozen CMs, allowing one to conceptualize love iimie of journeys, magic, heat, etc. Metaphor
remains important for creating and constituting 'esremotional reality, and conceptualization has
actual consequences on experience (Koévecses 2000: 6

This less radical view is compatible not only withn-metaphorical content being constitutive of
emotion concepts but also with alternative struotuprinciples. Prototypes, image schemas (hemeafte
IS), metonymies, and related phenomena may allactevith metaphor. Although the CMT literature
abounds in discussions of the interactions betweetaphor and metonymy or metaphor and IS, such
discussions — with some exceptions — are not iategrhow the CMT tradition is applied in analysis
of emotion concepts. As a consequence, alternatrveturing principles tend to remain external to
the process of coding and classifying the lingaistata. So while EMOTION IS HEAT may be
identified theoretically as metonymy, in analysess iinvariably counted among metaphors. SCALE
may be explicitly posited to be a multimodal schesraergent from both exteroceptive and
interoceptive experience, but in the metaphor cauns analyzed as metaphor, without further
justification. The concern may be that treatingsthexamples as e.g. metonymy-afforded raises the
risk that the necessary or obligatory charactemefaphor in the emergence of emotion concepts

might get passed over.

1.2 CMT and Emotion Concepts: A Methodological Overview

Methodologically speaking, an introspective apphodominated studies of emotion concepts during
CMT's first two decades. A complete review of thesgdies is beyond the remit of this paper. In what
follows, | rely on Kovecses’ work — Kévecses hasrband continues to be among the most influential
and prolific researchers in this area — to outlimeclaims and evidence put forward.

The methodological decision of focusing on figuratianguage to access conceptual structure is
grounded on the claim that, since metaphorical esgions are systematically tied to metaphorical

concepts, studying metaphorical language can faigliunderstanding of the metaphorical nature of
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one’s concepts and activities (Lakoff and John28017). CMT researchers insistently claim that, by
overlooking figurative language, alternative apptees to emotion concepts overlook what is
arguably the most important source for understandhe structure of emotion concepts. These
approaches were harshly criticized by Kdvecsegdlying on biased eliciting methods such as self
reporting and questionnaires. CMT focused insteatdozal vocabularies’: a methodological decision

intended to lead to unbiased reconstruction of tizally defined emotion concepts’ so that

‘antecedents, cognitions, subjective feelings, mhygical and behavioural responses, control
mechanisms... associated with emotion all find thatural place within the same model’ — contrary
to the ‘often one-sided attempts in our theorizatgut emotion’ (Kévecses 1990: 5) that produce a
‘gross oversimplification and a complete distortioihour experiences’ (Kévecses 1990:15) of any
given emotion. CMT scrutiny of local vocabulariestracts the ‘most common and important

emotional experiences of a community’ allowing fbetter fit... between the way we conceptualize
emotions... and what we experience when in some enaitstate’ (Kovecses 1990: 214).

CMT’s introspective methodology begins with the lggts intuitions on how people talk about
various emotions so as to obtain an inventoryrafuistic metaphors. The next step assesses metaphor
systematicity by identifying source domains, claésg the examples accordingly, and extracting the
underlying mappings or CMs. In the process, one pptionally identify the master-CM, as it has
been termed by Kovecses: a CM that captures marecessof the concept and is highly elaborated in
terms of its metaphorical entailments and conveafized vocabulary. Finally, one may optionally
propose experiential motivations for the CMs idéedi

Since a number of emotions are said to be basiazavérsal — the precise number and inventory
varies, however, from one researcher to anothend- @ince the bodily constraints invoked as
motivating the CMs that structure emotion concegs universal, one might expect that some
mappings are likewise universal. Starting with CBI'§econd decade, the introspective approach was
applied cross-culturally to assess the universalityarious mappings and master metaphors. Among
the best documented is the structuring of the qunaleanger in terms of the metaphor ANGER IS A
HOT FLUID IN A CONTAINER, following the seminal sty in (Kdévecses 1986). Mappings
consistent with this metaphor have been proposeskfeeral unrelated languages such as Chinese (Yu
1995), Hungarian (Kdvecses 2000), Japanese (Matka®b), Polish (Mikolajczuk 1998), Spanish
(Soriano Salinas 2003), Tunisian Arabic (Maalej£20@nd Zulu (Taylor & Mbense 1998). The cross-
linguistic evidence has been interpreted as indigabtf cross-cultural conceptual consistency: ‘the
short answer to the question of why emotion corecptliverse cultures share a basic structureais th
the cultures also share a central metaphor thatrid and structures the concepts (i. e., the folk
understandings). This is the CONTAINER metaphoiyicses 2000: 146).

Kdvecses proposes also an alternative master not#pt constrains people’s universal ways of
understanding emotions: EMOTION IS FORCE. This amal CM is an entailment of the

conceptualization of emotions as causes, whictuin is entailed by the fact that, in the EVENT
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STRUCTURE metaphor (Lakoff and Johnson 1980, Lakdf93), causes are conceptualized as

forces. In this respect, emotions are conceptuhlazeforces (with instantiations such as fire, ratu

forces, etc.) that bring about certain responsesmRhis master-CM a consistent and systematic
conceptualization is said to emerge, that distisiges the emotion domain from other domains (e.g.
rational thought, relationships, etc.). Moreovere do the FORCE metaphor, it would be impossible to
conceptualize most aspects of emotion conceptthar than metaphorical terms (Kovecses, 2000:85).

CMT'’s introspective methodology has been criticizéat being inherently eclectic and
opportunistic, making it difficult to assess whetttee lists of posited mappings are either compbete
representative of how people talk and reason apmations. Meanwhile, an exclusive concern with
confirmatory evidence makes it difficult to drawyaaredible generalizations. This is especially wéie
cross-linguistic CMT studies, which appear to Iss limterested in emotion concepts as such, focusing
instead on verifying the presence in a given lagguaf certain mappings, which sometimes requires
slight internal reorganizations of the assumed rimg® Since, by definition, the introspective
approach relies on decontextualized examples, stesytic confrontation of metaphorical vs. non-
metaphorical language — as employed in actual eeatien or reasoning about emotional experience
— and no systematic assessment of CM’s role irctstring emotion concepts across contexts and
types of knowledge is carried out. This is everugioin a self-report study — to take one example —
Ortony and Fainsilber (1987) found two particulapects of affective experience — subjective feeling
and high intensity — more likely to be communicadbgdise of metaphors, both novel and frozen.

By the end of the ‘90s, corpus-based methodologpié¢o be applied to CM studies of emotion
concepts: e.g., (Deignan 1999), which examinesue of the temperature lexis in the emotion
domain. It has proven able to deal with some ofdhticisms outlined above. As Stephanowitsch
(2005) observes, it allows CM data to be examined guantified more systematically and
generalizations to be drawn about the significaoc&arious source domains and mappings for a
given target concept. Meanwhile, Turker (2010) ob=e that, although she is able to identify
mappings consistent with those assumed universptdojious studies — mainly looking at Lakoff and
Kovecses — corpus-based frequency and productivigasures indicate that these are not the
representative metaphors for the Korean conceptsadhess and happiness. She admits also that
several of the identified mappings could betteabalyzed as metonymies instead of metaphors.

Corpus-based methodologies allow well-establishestaphors to be reanalyzed and their
systematicity and significance reassessed. In tloeeps, new insights may be gained on the
preponderance of lexical classes or degrees ofpmetiity? and the role of CM across contexts and
interaction types can be assessed. In a seridsidies, Beger (2011, Beger & Jakel 2009) compares
counselling contexts to movies and academic disspuronsequently, she finds that the extent to
which people employ metaphors when talking andomiag about anger, love, and sadness vary with

respect to discourse goal, discourse structure,tymel of interaction. Across these various genres,

? See Oster 2010 for a study on the concept of fear.
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metaphorical language appears to account for onfpdest percentage of emotion-specific talk: 9.8-
15.6% of the emotional language used by expert8dr@0.9% of that employed by lay people.

Corpus-based CMT studies can still be criticized diocularity, since CMT’s representational
claims rely exclusively on linguistic data. Suchtadaan be misleading: linguistic patterns may not
reflect conceptual updating. Even though peopldicoa to speak of the sun ‘setting’ and ‘rising’,
that does not mean they continue to reason in aeg@ac way; it testifies instead to a dissociation
between lexicalization and conceptualization (Oytdt988: 103). Even when noncontroversial
evidence of linguistic universals is available €lsas the systematic associationgobdwith right
and bad with left — straightforwardly inferring conceptual univessainay lead to incorrect
conclusions. In a series of experiments aimed stintg a body-specificity hypothesis, Casasanto
(2009) shows that, unlike right-handers and coptramwhat one would expect if relying on linguistic
data alone, left-handers tend to associate leftspatge withpositivevalences.

Many of the psycholinguistic experiments that putdst emotion-related CMT claims address
affect broadly — (most of the time instantiatedvialenced stimuli, such aselgeroor, criminal—) and
are derived from the automaticity hypothesis: feefive concepts are metaphorically structuredj the
the encoding or representation of affective stimbbuld be biased by physical aspects, and adivati
of perceptual and sensory processes should bevelseuring performance. These experiments focus
on dimensional affect metaphors: i.e., the mappiofyevaluative performance onto continuous
dimensions such as vertical position, brightneige, ind distance —, departing from the orientation
metaphor GOOD is UP (and the derived metaphor MORESOOD), which predicts that words
related to up (and down) have consistent applyesyatically to a variety of positively (and
negatively) valenced concepts. The findings revaaisistent associations between valence and
verticality: positive evaluations are made morecklyi when words are displayed toward the top of
the screen (Meier & Robinson 2004), presented rigeldonts (Meieret al. 2008), or confirmed by
finger press of a key rather than foot press otdap (Meier & Hauser 2008). Similar effects have
been found with respect to memory processing (Qrahdt al. 2006; Casasanto and Dijkstra, 2010)
and attention (Meier & Robinson 2006.

Even though these correlational findings show arcknd consistent association of affect and
physical dimensions, it is debatable whether theyukl be taken as evidence of CM, since they are
consistent with predictions made by any situatedmbodied approach to cognition and most theories
of learning. When the focus is on testing the aflepecific mappings in structuring specific emaotio
concepts — rather than the generic mapping of affeto physical dimensions as described above —
the evidence remains inconclusive, either configrie.g., Gibbs 1992, 2006) or failing to confirm
(e.g., Glucksberg & McGlone 1993, 1999; Haenggal 1994; McGlone 1996; Keysat al2000)
CMT’s predictions.
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2. METHODOLOGY

2.1 The corpus

The corpus analysed here consists of 475 respaase®mly selected from a larger pool of data
obtained in a supplemented free-listing task. Bipdits were first asked to list as many exampdes a
possible of an affective category (Bokmal Norwedialelse, kjiensleDanishfglelse Swedishkansla
Castilian Spaniskemocion, sentimientdtalianemozione, sentimentRomaniaremgie, sentimentin

two minutes, then invited to successively seleetttiree, then the one example that best represented
the superordinate category. Finally, in a reasomaisty, participants were asked to account for their
choice of best exemplar. To do so, they were ingdito first to describe the general categoryn the
describe the example that was selected, and firddlyw how their description of the exemplar
matched that of the category. All participants wemn-expert undergraduate students enrolled
predominantly in business, economics, politicaésce, architecture or IT classes and data collectio
took place in the beginning or at the end of tbEsses. The data were obtained Autum 2008 with the
exception of the Danish and Castilian Spanish daiah were collected in February and March 2009.

The distribution of these responses across languags superordinate categories is presented ireTabl

One.
Language Eliciting category | Category code | Number of responses
Danish FOLELSE DAF 25
Norwegian FOLELSE NOF 50
KJENSLE NOK 50
Swedish KANSLA SWK 50
Castilian Spanish | EMOCION SPE 50
SENTIMIENTO SPS 50
Italian EMOZIONE ITE 50
SENTIMENTO ITS 50
Romanian EMOTIE ROE 50
SENTIMENT ROS 50

Table 1: Distribution of responses across languages and eliciting categories.

2.2 Choice of eliciting categories

Since the purpose of the study was to access lesppg concepts of emotions through language, it
was important first to identify the relevant supeinate category or categories in the affective
domain. From the perspective of functional equivede these should be part of the active lexicon

native speakers commonly employ in everyday intemas and be those eliciting exemplars such as
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anger, fear, and love. Back translation, superatdicategory production, as well as consultation of
native speakers and dictionaries (see Sauciuc, 2012 more detailed description of the procedure)
were employed in order to ensure the functionaivedgnce of eliciting categories across languages.
Solutions found to be convergent across these ssusere then retained for the purposes of data
collection. The two Norwegian terms sampled haeedtfiatus of geo-synonynfglelsebeing used in
Bokmal Norwegian andjensleprevalently in Nynorsk Norwegian. Howevégensleis included in
contemporary Bokmal dictionaries; native speakeggyested that a comparison of the two would be
interesting. The Romance superordinate categostsined for data collection form two series,
represented by two labels. One label derives fromerd meaning ‘to feel’ (Romaniasentiment
Italian sentimentpCastiliansentimientd one indirectly related to the Latémotione(m) (Romanian
emgie, Italian emozione,Castilian emocién. In expert terms, this translates into a primary

(emotione(nj)vs. secondary gentimentu(m)emotion dichotomy.

3. ANALYSIS AND RESULTS

3.1 Data analysis: General considerations

| approached the data from the perspective of @areber interested in emotion concepts in general
and the role that CM plays in their structuringparticular. Data analysis was carried out in two
stages: qualitative and exploratory analysis (8ac8.2) followed by tentative quantitative treatien
of the 475 responses. The data was stored, codddaralyzed using the software QDA Miner from

Provalis Research.

3.2 Stage One: Qualitative analysis

Responses were carefully read several times antyzadafor the themes / types of knowledge
respondents mentioned more readily when explieislyed to consult their concept of emotion, and for
the strategies they employed in accessing this ladye. Preliminary examination of the data
indicated a great degree of systematicity in thepaoases, both within and across data sets. Three
broad strategies for accessing affective knowlatigerged: taxonomic, gestalt and partonomic. Using
the taxonomic strategy, respondents responded ¢Bssainng knowledge relating to hierarchical class
inclusion and then providing a more generic catggastate, state of mind, state of soul, phenomgenon
etc. — for the eliciting superordinate categoryingsthe gestalt strategy, respondents responded by

approaching emotion concepts as holistic entitibaracterized by generic valence or arousal

* In the Western Romance languages, the word supposedly derives from the verb ‘to feel’ and was already in
use early on. In Romanian, it is a recent borrowing from Italian or French; even the older term simtamdnt was
borrowed from French. An older term for referring to a general affective category, simticiune, is no longer in
use.

* http://provalisresearch.com/products/qualitative-data-analysis-software/.
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properties, or by opposing emotional experiencesew@ed holistically to other kinds of experiences.
Finally, using the partonomic strategy, respondantessed emotion concepts by selectively focusing
on particular components of an emotional respormetecedents, physiological activations,
behavioural responses, mentalizing and cognitiesds, etc. It was interesting to note the ease with
which respondents switched from one strategy tothemo This may be taken as indication that
multiple strategies were used in structuring — wtatld be expected to be — modal concepts of

emotion.

Code name Acronym Description

Actor ACT Entities ( people, objects, situations) mentioned as being involved in the
experience of this specific affective state

Affective AF Other atfective states than the eliciting category and the best exemplar

experiences

Expressive or instrumental behaviour: smiles, cries, shouts, hits, runs away,
Behavioural BH efc.

responses
Knowledge related to perception, memory, motivation, volifion, decision

Cognitive COG making, creativity etc., such as infrusive (obsessive) thinking, perception,

processes reasoning or decision biases, e.g. When yvou feel X, vou cannot think of

anything else / The world around seems to change / You make decisions vou
would make otherwise

Control CR Control or broadly relation to cognition

Intensity of experience

Degree of DA
arousal
DYN Knowledge related to the emergence, duration, unfolding, oscillation and end
Dynamics of the affective experience
Physiology — mentions of autonomic responses (referring to heart rate,
Physiological | FZ digestion, respiration rate, salivation, perspiration, etc.). Includes mentions of
responses neural or hormonal processes
IMP Personal and cultural meaning
Importance
Localization of the source or place of manifestation location of the affective
Localization | LOC experience; usually via mentioning specific behavioural or physiological
responses
Subjective SF Including hedonic valence, verbs and nouns of experience, but also any other
feeling reference to the phenomenology of emotion

Table 2: Overview of secondary codes (types of emotion knowledge).

The three strategies appear to correspond to eliffelevels of abstractness of analysis, with the
partonomic strategy operating at a more concretel bhan the others. While respondents explicitly
categorized affective experiences as states, alicitnpategorization of these as processes emerged
from their responses. This contrasts with Kovecs#aim (2000: 1) that lay persons categorize
emotions as passions, while experts categorize #seactions or states.

Qualitative analysis was used to extract the kinflsaffective knowledge reflected in the
responses and then construct a code book (see Zpblée code book was used to verify whether
aspects of emotion knowledge are or are not maadilgestructured by CM (Section 3.4), since
Gallese and Lakoff (2005) and Kovecses (2000) ludsiened that only the most skeletal concepts of
emotion can be constructed independently of metapho
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3.3 Stage Two: Quantitative analysis
3.3.1 The general approach to coding and the main codes

In line with the commitment made in Section 3.1thb¢the CMT literature and alternative
approaches to emotion concepts informed codingsibexs. The CMT sources were examined for best
practices from previous studies of emotion concgpee Section 1.2), metaphor identification
procedures, and reports on the interactions betwaetaphor and other structuring principles:
metonymy, IS, prototypes, and cognitive models. J8dAT sources included alternative approaches
to concepts in general and emotion concepts inicopéat. Besides theoretical considerations, |
examined the experimental evidence based on pridiahidimensional, theory-based, and alternative
embodied models, as well as hybrid models. Findiligrature was consulted that reflects a graded
view on embodiment of abstract thought: primargyevant neuroscientific evidence on IS, spatial
relations, and motion and action verbs. All thes&sehbeen described in the CMT literature as
instantiating physical domains that metaphoricalijucture emotion concepts. Given the questions
that motivated the study, this approach — confrqn€MT and alternative explanations of the same
data rather than looking for confirmatory data —swideemed more profitable for assessing the
plausibility that given instantiations of supposedppings are indeed metaphorical, cross-domain
mappings.

Corpus analysts have often pointed out that, wipgncaching natural language data for purposes
of CMT analysis, it is very difficult to set relilb criteria for CM identification: ‘an exhaustive
annotation will confront the researcher with maages that are not clear cut’ (Stephanowitsch 2006:
10). Instead of an all-inclusive approach as pradtiby e.g. the Pragglejaz group, | have followed t
advice of (Wallingtoret al 2003) in considering it important to mark thetagrty an annotator feels
in annotating something as metaphorical. In my\ag| | applied the cod®l for metaphorical to
cases that — in line with considerations that | wiltline thoroughly in Section 3.3.2 — are platesib
instances of CM and most likely to have direct eptoal implications. The code D was applied to
those cases that were deemed debatable instanCds. of

| call this analysigentativebecause its aim is by no means to provide anyitigé answer to the
question how many metaphors people use when corgtifieir emotion concepts. Indeed single
set of empirical data could provide a definitivesaar, given the many factors — individual cognitive
style, mood, type of interaction and interactiogaéls, relationship with the interlocutor (to najust
the most obvious) — likely to impact on the degmdemetaphoricity of any given interaction,
regardless of the cognitive domain in focus. Ratther purpose of this investigation is to contrébta
the debate on how to plausibly code for CM, takinggp account evidence from and explanations
proposed by alternative approaches to concepttializd also feel it important to identify recurten
cases that — in light of opposing evidence — magdmn as controversial, so as to gather a database
stimuli for more targeted hypothesis-driven testoigCM’s role in structuring emotion concepts —

following e.g. the steps outlined in (Cardibal 2010) for the concept of time. The tasks | emptby
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for purposes of data elicitation were never exgketbemaximize metaphorical language; instead, they
were chosen for gaining access to the most satigrdgs of knowledge structuring lay persons’
emotion concepts at both a general and more begat bf abstractness. Such data should afford an
assessment of whether any of these types of kngelace either exclusively or primarily structured
by metaphor.

3.3.2 Circumscribing the application of codes

Coding decisions were guided most directly by tegoal assumptions in, and examples provided by,
CMT studies of emotion concepts. Although CMT hasheed continuously — incorporating new
elements and perspectives — its fundamental cla@mains that, through CM, concrete domains
directly associated with sensorimotor experienakrapresentation lend structure to abstract coacept
including emotion. Basicness, concreteness, argttdexperience can thus be set as CM filter for
assessing why emotion does not satisfy these egaimts and supposed source domains do. | will
discuss these criteria, beginning with experiensiatl ontogenetic basicness, continuing with the
relationship between basicness and concretenesk,eading with semantic basicness. Before
discussing semantic basicness, | introduce relesadiing decisions of a general character: relationa
language, event-related language, etc. | reserseusiion of coding decisions concerning single
words for the section dedicated to semantic basgne

Experiential basicnes&motion concepts pose a challenge to the basiangsson: it is difficult
to explain why emotions do not constitute a basimain of experience allowing for direct emergence
of concepts. Emotion researchers commonly agrdeethation concepts are gradually acquired and
stabilized by linking observable properties — vasi@licitors and behavioural manifestations such as
voice pitch, facial expression, and gestures -ubjestive feelings. In confronting CMT analysegsit
difficult to see how a frequently posited sourcendin such as magic (EMOTION IS MAGIC)
constitutes a more basic, more direct experiereme ¢motion.

Ontogenetic basicnessWhen basichess is understood in terms of cogniteaceptual
development, the common view is that infants passeatial and motion concepts exclusively; they
develop more abstract concepts only after theyrbégiacquire — or, more accurately, produce —
language, approximately by their third year. CMVakes the ontogenetic basicness criterion in two
more specific ways: in relation to the emergencésofnext section) and in theoretical discussions o
the theory of domain conflation in infancy (e.g.kb# and Johnson 1999)According to CMT,
experiential domain bindings in infancy later, imetprocess of domain individuation, motivate

metaphorical mappings in conceptualization.

> Lakoff and Johnson (1999) quote Christopher Johnson’s observation that, after an initial period of domain
conflation in which children do not discern the existence of different domains of experience, a stage of domain
separation follows, at which point cross-domain metaphorical mappings arise. Joseph Grady (2005) views
primary metaphor — said to generate universal, image-schematic structure that affords complex metaphor — as
developing after a stage of conflation. His notion of correlation metaphor (1999) is also relevant here.
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Emotion concepts may not fit this criterion, eith€ontrary to the common view outlined above,
evidence from infants and toddlers enrolled in mlsylic gesture programme at the University of
California, Davis (Vallotton 2008) indicates muchrleer command of emotion concepts. Infants use
symbolic gestures not simply for telling others hitvey feel, but also (by nine months) for clarityin
their internal states after a caregiver’'s misintetgtion, reflecting (15.2 months) on the causerof
response to emotions they observe in another dlefliicting (11.1 months) on their internal states
past experiences, and even expressing (14.7 motitbsights about emotions. In light of this
evidence, the emotion domain may only be compatiite a very weak version of CMT: to wit,
emotion concepts possess a great deal of metapthepéndent structure.

The relationship between ontogenetic basicness,aid, concretenessThe CMT literature
defines IS as conceptual primitives that afford aphbrical mappings, mediating the
conceptualization of abstract domains. They hawn lmharacterized as continuausalogue patterns
underlying conscious awareness, prior to and ina#get of other concepts (Lakoff 1987). They are
directly meaningful, arising from recurrent sensaior experiences that cumulatively capture multi-
modally available informatiof.Notice that, according to this definition, IS mhg incorporated
directly by emotion concepts in a metaphor-indepehgay, as soon as one accepts that interoception
contributes as much as exteroceptive experientteetbemergence.

IS may dissociate from CM in another way. Jean Ntame author of the most systematic work
on IS in a developmental framework — agrees wieh@MT literature that the first and only concepts
available to preverbal children are those of olsjeantd spatial relations: e.g., ANIMACY, PATH,
CONTAINER,; these in turn support the emergencebstract thought. However, Mandler’s views on
IS (e.g., 2008) differ fundamentally from the ample, experientially rich schemas posited in the
CMT literature — especially the more recent simatabased views on metaphor (Ritchie 2008, Gibbs
2006). Mandler postulates instead a shift from cetecto abstract representation of spatial relation
where domain-specific details of e.g. agents ang@atd are lost before IS can be mapped onto
language. Once abstracted, spatial relations be¢domsain-less’ relational structures. Texts where
spatial vocabulary accomplishes such a relatiamattfon might be difficult to interpret as CM, give
that CMT argues for the existence of mappings teciic source domains, from which rich
knowledge is recruited in the conceptual processfrtgrget domains.

Conceptual basicness and concretendSsperiential or conceptual basicness is sometimes
understood in terms of concreteness, itself undedsin terms of compositionally simple, object-like
properties. Objects perceived as simple gestalth, their characteristic behaviour, are the pref@rr
candidates for the basis of one’s general concepitsiem. The relevant point here concerns the
plausibility of the EVENT STRUCTURE metaphor poditby Lakoff in his earlier works, widely

® In one of the earliest definitions, an image schema is described as ‘a recurring dynamic pattern of our
perceptual interactions and motor programs that gives coherence and structure to our
experience....Experience’ is to be understood in a very rich, broad sense as including basic perceptual, motor-
program, emotional, historical, social and linguistic dimensions’ (Johnson 1987: xiv, xvi).
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employed by Kdvecses and his followers for claintimg omnipresence of metaphor in the structuring
of emotion concepts (Section 1.2). According te @M, events and actions are conceptualized as
objects, activities as substances or self-propethedements, states as containers, causes as forces,
purposes as destinations, means as paths, diggws impediments to motion — features which, by
virtue of the principle of inheritance, are aval&alo emotion concepts as well. In Lakoff’'s more
recent wrork (e.g. Gallese & Lakoff 2005), the wvas elements of this CM are reassessed as so-called
COGsor as IS.

In psychology, the notion of event structure expdahow, in perception, human beings break
down the continuous flow of stimuli into smaller,ora manipulable chunks reflected in their
conceptualization of events (see e.g. Zacks & Twer2001). A great deal of evidence — including
evidence from developmental psychology and comparabgnition — suggests a partonomic rather
than metaphorical structuring of event-structugresentations in a variety of conceptual taskshSuc
is the case with the data presented here, whichestighat people predominantly access affective
concepts partonomically (see Section 3.2 and Taple focusing first and foremost on antecedents;
physiological, behavioural, cognitive, and phenoategical concomitants; and consequences of
affective experience.

The special status of emotion concepts in relatiiothe concreteness criterion is confirmed by
the special status of emotion words. Although galhejudged to be abstract, experimental evidence
shows that they are higher in imageability and exnavailability than other abstract words. They ar
faster to recall than both concrete and abstractisyand they rank highest in number of associated
words (Altarriba, Bauer & Benvenuto 1999; Altarril8aBauer 2004). Emotional experience and
vocabulary is posited (Viglioccet al 2010, Prinz 2005) as an important source of sé@mian
representational structure for other domains.

IS and concreteness in the braitarefully controlled neuroscientific experimentgart the
implications of Mandler's view of IS: spatial andotar vocabulary, when used figuratively, is
processed in terms of highly abstract relationahestas exploiting grammatical and lexical
information, rather than activating sensorimotaaarinvolved in processing spatial-relation pecept
— as mapping onto a source domain would seem tighré&o e.g. the processing of abstractly used
motion verbs does not overlap with the processirth@same verbs in concrete contexts (Wallegitin
al. 2005). The latter recruits motor areas correspuntti e.g. hand, foot, and mouth actions, while the
former does not (Aziz-Zadeh & Damasio 2008, Rapatsal. 2009). Both clinical and brain-imaging
evidence suggest the existence of a dual, verhahes-verbal format for storage of the spatial
relations encoded by prepositions. Kemmerer andelrg2000) report a double dissociation between
the linguistic and perceptual representations addtiap relations: first, a dissociation between
processing verbally and perceptually accessed apetincepts; second, a dissociation between
processing concrete vs. abstract meanings of tbeseepts. In light of such evidence, Chatterjee

(2010) proposes a graded foundation for abstracighit, involving progressive disembodiment based
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on a shift in level of abstraction from analoguecpet to digital language. This is consistent wité
existence of three functional anatomical axes taraleprocessing: a left-right axis involving latera
differences in processing perceptually vs. lexjcaticessed sensorimotor information, a ventraladors
axis involving a representational shift from obgetd relationships between objects, and a cendlipet
gradient from sensorimotor towards perisylvian iceg reflecting a transition from sensory
information to more language-like content and fin& language proper.

Metaphor and lexical classesThe above evidence highlights the systematic Bsing
differences between the concrete use of wordslandlistract use of relational schentasitra CMT
predictions. Moreover, it highlights the heteroggnef the CM construct.The heterogeneity that is
of interest here involves lexical clas$esd the degree of metaphor conventionalizatioriddhce
points towards the differential processing of namhimetaphor — presumably supported by comparison
and categorization (Bowdle & Gentner 2005) on the band, and verbal, prepositional and — to some
extent — adjectival metaphor on the other. Thesdattight better be approached as the result of a
progressive process of abstraction, whereby thecret®y sensorimotor features of a
verb/preposition/adjective are stripped away, nitgi only a few core conceptual attributes for
metaphorical use (Bendret al. 2008; Chatterjee 2008, 2010; Chetnal 2008; Wuet al 2007): an
explicit mapping of one semantic domain onto anothght not be needed (Schmielt al. 2009).
Metaphor annotators observe that, while it is @asgtentify source domains for nominal metaphadrs, i
is difficult to establish them for adjectives, verland prepositions.

Abstractness and degree of metaphoric8ymilar reasoning applies to evidence pointinghi® t
differential processing of novel vs. conventionataphor in a manner consistent with dageer of
metaphortheory (Bowdle & Gentner 2005), which postulatesoatinuum from novel to familiar
(conventional) to dead metaphor. Novel metaphpragsessed by mapping the — most often relational
— semantic attributes of one concept onto thosanother. Conventional metaphor is processed by
categorization. Schmidt and colleagues (2009: ®wsthat — consistent with Chatterjee’s (2010)
proposal for functional neuroanatomic axes — maosaging studies employing conventional as
opposed to novel metaphor fail to find right-herhisge activation. One plausible explanation is that,
as metaphors become familiar and categorized,réigynore on left-hemisphere lexical processes. In
other words, the likelihood that source domainsehawnceptual implications for the processing of
metaphorical language decreases with degree ofeotionalization.

This lengthy discussion was necessary to accouthécoding decisions made in this study with
respect to spatial language when used with a oelatifunction — often instantiated by event-related
vocabulary such as ‘originates’, ‘derives’, ‘happenbegins’, ‘ends’, ‘lasts’, and ‘causes’. | have
generally coded this vocabulary Bguncertain instances of CM) for several reasonsel@@mental

psychology and neural evidence on the one handCand@ claims on the other appear to point — at

” For more detailed discussion, see (Cardillo et al. 2010).
8 For a reviewsee (Martin, Ungerleider & Haxby 2000).
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least in some respects — in different directiorigs Vocabulary seems to provide an alternative siean
of expressing emotion-related knowledge that ctnédlirectly grounded in experience and acquired
early in life. In most cases, it could be interpteas instantiations of IS that can be incorporated
directly into emotion concepts. The retrieval afichly detailed source domain allowing for specific
mappings is problematic. However, where a morei8pesource domain clearly was retrievable, |
coded the data a4.

Consider a verb that translates as ‘give’. In cxtstef abstract causation, | codedit since in
those cases it appears to instantiate a highlyaddsschematic meaning detached from sensorimotor
richness. However, in cases instantiating the tearsense of the verb (e.gne gives love | coded it
M. A similar situation arose for verbs of motion dayed in a highly abstract, schematic manner —
e.g., instantiating a generic sense of ‘originatevithout being reminiscent of any specific source
domain.

Semantic basicnes&xisting procedures from e.g. the Pragglejaz gréeiy. 2007) rely on
semantic basicness, as reflected in lexicographicces, to identify metaphorical words: an approach
that, at first glance, seems to allow for more @&cclear-cut decisions. Although | have retaiaed
employed the criterion of semantic basicness throug this study, | have departed from the
Pragglejaz group’s procedure for several reasantsptimarily because of their explicitly statedKac
of concern with conceptual processing implicatiand the intermediary steps by which linguistic data
are transformed into a propositional format.

The criterion of semantic basicness, as refleatetexicographic sources, may be misleading
when employed as ttanly criterion for positing conceptual implicationsraktaphorical language. In
some cases, this is due to dictionary limitatiddistionaries are far less dynamic than other saurce
one might use: slower to incorporate new languag®e or capture the changing state of what people
feel to be more basic language use. In some césesght not even be possible to compare the
situated meaning of a term with its dictionary-addenses, perhaps because lay persons’ intuiions
which are expected to constrain processing — dditrtbie dictionary entries.

One such case is the antonymic paasitive—negativaused for referring to hedonic valence.
According to the basic dictionary-coded sensessgherms do not form an antonymic pair, and
different source domains may be retrieved for them:, epistemic vs. speech act. The basic sense of
positive,coded by all dictionaries consulted, is ‘certaiggertained, demonstrated’; the basic sense of
negativeis ‘negated, refused’. Yet, people’s intuition®abthe meaning and semantic development
of these words tell a different story. In an infatnaxperiment, native speakers were asked to arang

various senses of these words from what they thtowgine older, more basic uses to newer ones.

? Although originally CMT approaches were not categorical on the format of conceptual representations
underlying conceptual metaphor — allowing both propositional and imagistic implications — recent accounts
claim a more direct relationship between linguistic expression and conceptual processing, perhaps mediated by
simulation (Gibbs 2006, Ritchie 2008). Thus, they might but might not be compatible with what | have done.
Meanwhile, it remains unclear how, once propositionally coded, these representations are translated into non-
propositional formats: i.e., imagistic, embodied, amodal/supra-modal/multimodal, etc.
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Respondents considered that the usage of ‘pos#ivd’negative’ in domains such as mathematics,
electricity, or temperature was primary and theegiensense of ‘good’, respectively ‘bad’ derived
from the former.

It makes sense to expect that what is positedsmiace domain needs to be active — or at least
retrievable — to claim that the reason people eynplgarticular vocabulary specific to the source
domain is motivated by the existence of metaphbrippings. However, when source domains are
not clearly available, it is difficult to interprefrticular usages as testifying to metaphoricgpitays
based only on dictionary data. Meaning acquisiiod ontogenetic enrichment of semantic structure
need not reflect either historical semantic chamgthe order that senses are given in a dictioriary.
consequencegositive-negativevere always codebD for debatable.

A somewhat similar case is provided by the Romafoamulationa nutri sentimenteto nurture
feelings’. Dictionary data suggests that the basaning of the verh nutriis ‘to feed, to eat’, while
‘to cultivate’ is a derived figurative meaning inrdexts where the object is an idea or feelingfirat
glance, the formulation can be interpreted as & codisthe metaphor EMOTIONS ARE LIVING
BEINGS. The terma nutri preserves the sense of ‘to feed’ in expert comoatitin within the
biological and agricultural sciences and among lggsawith broad linguistic expertise. For the
majority of speakers though, this sense has beapagque — thus, a source domain is not retrievable
for metaphorical mappings. A Google search supgbissintuition: countless hits are retrieved ie th
affective domain and only one in the biological domplantele s-au nutrit'the plants have fed®
Although, for a small number of speakers of Romanithis example is plausibly classified as
conventional metaphor; for the majority, the metagh dead!

A possible ‘reverse’ case is provided by the Romaradjectiveprofund (‘profound’), which —
unlike its Italian profondg and Castilian grofundg counterparts — is a recent French loan word.
Lexicographic sources give the intellectual or etffee domain as its basic scope and sense. For its
Castilian and Italian counterparts, one might guggietrieve a more basic domain in which the term
is used; in Romanian, this is not the case. Onéntmigntend that the same basic domain can be
retrieved via the synonymous adjectaganc(‘deep’); however, despite their supposed synonymy
which is present in peoples’ intuitions — the usafjthe two adjectives seldom overlaps. Both appear
to instantiate the same SCALE + CONTAINER complekesna, whose role in emotion concepts
may not require metaphorical mediation. Pendinghirtesting, these instances were also cdled
for debatable.

In other cases — based on dictionary informatiamel— it is not possible to posit a source
domain without resorting to theory-driven ratiomation. One such case is the Romance-language
adjective ‘intense’ — Romaniantens Italian and Castiliaintenso— to some degree used for referring

to arousal as a characterizing dimension of thectiffe domain. Dictionaries may simply gloss this

% Verbal tense, modality, and voice were all varied in combination with a wide variety of phrases from biology.
" For a discussion of individual variation of degree of conventionality, see (Bowdle and Gentner 2005).
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word as ‘vivid’ or generically indicate its scopg ‘aatural phenomena and human senses or feelings’.
Etymological sources indicate that, in its firscdmentation in Romance languages — dating back to
the Thirteenth Century — it was applied to the psjyagical domain. | have generally coded its vagiou
instantiation®d for debatable.

On the other hand, when arousal is instantiateth®yRomanian adjectiveuternic(‘strong’; an
indirect derivative of the verl putea ‘can’), a source domaiis potentially retrievable: that of human
bodily strength, with emphasis on capability. A &&m source domain may be retrievable for the
ltalian forte, Castilianfuerte Swedishstark Bokmal sterk and Daniststaerk— this time, however,
with emphasis on physical resistance and endurditeedictionary codes separately the sense having
the domain of affective experience as its scopepr&ingly for Romance languages, the earliest
attested use of this adjective — Tenth Centurylatas to feelings or sensations; while in Scandarav
languages, both senses — physical and psychologiaeg first documented more or less at the same
time, in the Sixteenth Century. Alternatively, thisuld be analyzed as a case of exploiting IS —
specifically that of the FORCE schema — but witkifferent profiling applied to bodily strength
(antagonism/resistance) vs. affective domain (degfdorce).

A similar analysis may be applied to another inss&ion of the FORCE schema, this time in
terms of affect control: instantiated in Romanceaglaages by Latin-derived verbs meaning to
‘control’, for which it is difficult to retrieve anore specific source domain based on dictionarg dat
alone. The first attested use of this sense —dtdrol, to dominate’ vs. the original sense ‘toifyer
is in the psychological domain: to control one’'snolwody, feelings, or instincts voluntarily. In
Scandinavian languages, it is instantiated by vemnbaning ‘to steer, to control’. At first sight, an
untendentious source domain seems to be availsbke, however, that ‘to control, to dominate’ is
coded as a separate sense. The semantic changesappesistent with Mandler’s view of IS and the
neuroscientific evidence outlined above for spafigpositions and motion and action verbs. In
consequence, these verbs were also coded as debakan used generically.

Finally, specialized nouns and verbs of experiether than ‘feel’ were also coded as debatable,
pending further testing. These include the Itafiaovare ‘try out, experience’; the Romaniantrai,
Swedishuppleva Danishopleve and Norwegiaroppleve all meaning ‘live, experience’; and all
nouns meaning ‘state’: Romaniatare Italian statq Castilianestado,Swedishtillstdnd, and Danish
and Bokmatilstand Rather than representing a transfer of knowlemtggtructure between domains,
these verbs seem to testify to a narrowing of saepen applied to affective experience. In CMT,
such nouns have commonly been interpreted as tisttag the CM STATES ARE LOCATIONS.
Given that these nouns presently function as slssianouns of experience, in would be interesting
to test experimentally whether CMT's claims of cepitial processing can be confirmed, and whether

the nouns can be treated uniformly across languages
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3.3.3 The Distribution of Codes

The distribution of codes indicates that metapihrof D) made up only a small part (8,2%) of the
total words produced by respondents (Figure Onlels €ompares well with the results reported by
Beger for emotion concepts (see Section 1.2), el as those reported by Steen and colleagues
(2010) who, in their analysis of everyday conveosaf47,000-word sample), found that only 7,7% of
words conveyed metaphorical meaning in context.cking for the presence of these codes across
responsesdyl occurred in 21,9% and in 33,4% of cases — indicating that, although maspondents
resorted at least once to metaphor when constutieig emotion concepts, metaphor was hardly as
dominant as assumed by the CMT studies review&egation 1.2.

In general (see Figure Two), code distribution @ppéd to be uniform across languages or
categories. One important exception was represetdabth Italian superordinate categories: words
codedM account for 8,7% and those codecccount for 12,9% of all words produced in respaas
ITS.* Similarly, words codedD account for 9,6% of all words produced for ITE. @k 37
occurrences oD in the ITS data, about a third (thirteen cases) acounted for — in different
inflexional forms — by the verb of experiengvare eight by the noun of experiensttq five by
the valence adjectivgositivg and seven by the arousal adjectivge. Of the 42 occurrences Bfin
the ITE data, about a fifth (eight cases) are actmulibyprovare another fifth bystato, three by

positivo,and five byforte.

4,5%

4,0%

3,5%

3,0%

2,5%

% of words

2,0%

1,5%

1,0%

0,5%

0,0%"

Items

Figure 1: Distribution of M and D as % of words.

12 See Table One for the category codes.
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Figure 2: M and D distribution across languages and categories as % of words.

According to CMT, the non-metaphorical structureeafotion concepts is skeletal, so there is little
one can say about emotion without resorting to prete It was interesting to check whether or not
aspects of emotion knowledge were indeed moreylilcebe conceptualized metaphorically.

This was done using a code co-occurrence anatigisnain codes (coding for metaphor) against
the secondary codes (Table Two). For this purp@smntrast main code was added: partond®y (
coding for the accessing strategy that — accorttirte analysis reported in Section 3.2 — appetared
occur most frequently in the responses. Simildritlices were computed using Ochiai’s coefficient,
followed by a hierarchical cluster analysis, anchatidimensional scaling analysis for assessing the
strength of the co-occurrence relationships. Thengest relationship to emerge was between
partonomic access and references to cognitive labese of emotion — e.g., intrusive thinking,
memories, decision-making, etc. — followed by tbeoccurrence oD with references to subjective
feeling, including the use of verbs and nouns gieglence, as well as hedonic valence. These are
followed, in order, by relations betwe®sAF, P-Bh, P-SF, D-Cog, P-FZ, andD-DA (for codes, see
Table Two). The first relationship to involWé comes far down the list, linkinigl with SF, followed
by M with IMP, Cog, CR, LocandDYN Of all the relationships betwedh and secondary codes,
IMP — coding for cultural and personal meaning — app#@ strongest and the only one, apéut
CogR where a relationship is primarily establishednwi rather thanD or P. Similarity indices
(Table 3), which express the strength of thesdioelships, indicate that metaphor is not prevalent
with any of the knowledge types covered by the agasps, with the exception &¥iP. If further
experiments provide evidence of conceptual metapddoprocessing of the data cod& then
subjective feeling and degree of arousal might éddbe further knowledge types associated with

metaphorical conceptualization — consistent withfthdings in (Fainsilber & Ortony 1987).

B See the claims reviewed in sections 1.1 and 1.2.
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Legenda M D r

Table 3: Strength of co-occurrence: Main codes and types of emotion knowledge.

4. CONCLUDING REMARKS

The structuring role of CM in emotion concepts vemsessed by qualitatively and quantitatively
analyzing 475 responses obtained in a reasonirig tteeg supplemented a free-listing task. Ten
comparable sets of data were collected in six laggs using the eliciting categorifelse and
kjensle(Bokmal), falelse(Danish), kansla(Swedish),emociénand sentimientqCastilian),emozione
and sentiment(ltalian), andemgie and sentiment{Romanian). CM was found to account for only
3.7% of the collected data. A further 4.5% of tla¢adwas coded as debatably metaphorical, using the
criteria outlined in Section 3.3.8ince CMT claims that emotion concepts have orgkeletal non-
metaphorical conceptual structure — meaning thataam say little about emotions without resorting
to metaphor (see sections 1.1 and 1.2) — it wasasting to test whether particular kinds of emmotio
knowledge are, indeed, more readily conceptualmetaphorically.

A number of secondary codes were derived basetieonualitative analysis reported in Section
3.2, to code for kinds of emotion knowledge. A code cowrence analysis — based on Ochiai's
similarity indices, hierarchical clustering analjshnd multidimensional scaling analysis — wasi@arr
out to assess the strength of correspondence betiveeccurrence of metaphor and various kinds of
affective knowledge. The results failed to find astyong correspondences, with the exception of
references to personal or cultural meaning anda fesser extent, references to affect control —
consistent with the interpretation that metapharasnecessary for constituting any aspect of emoti
concepts, as claimed by CMT. Metaphor appearsdddte enrich existing non-metaphorical structure.
Perhaps the use of metaphor is best accountedyfooiisidering factors such as context and goals

(Beger 2008, 2009, 2011) as well as needs for canwative expressiveness: the higher the need, the
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greater the amount of expected embodied simul@sobasis for eliciting an empathic response in the
audiencée!

Beyond the clear-cut cases of CM, 4,5% of the wamdsluced in Task 1.3 were interpreted as
potentially instantiating CMs. Based on the dataosroborated by secondary data of the kind
described in Section 3.3.2 — it is not possiblentake any strong conceptual processing claims.
However, by examining the data in light of both @EIT and non-CMT literature and the evidence
they put forward, it is possible to collect a datsd of stimuli to be employed in targeted, hypdathes
driven studies to better assess the plausibilitintdrpreting these stimuli in terms of metaphdrica
conceptual processing. If claims of conceptual @seing are confirmed then, based on the data
reported here, subjective feeling and arousal magrge as affective knowledge types that are largely
structured by metaphor. The present study wastampt to confront both CMT-based and alternative
interpretations of the same data; but also an atteémexplore a possible integration of CMT-based
and alternative approaches to emotion conceptifdato the assumption that each can benefit from
the other.
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Ways of Perceiving, Moving, and Thinking: Re-
vindicating Culture in Conceptual Metaphor
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Metaphor in cognitive linguistics is understood as a mapping where properties from one domain — the
source — are transferred onto another domain: the target. The conceptual associations between source and
target have usually been considered universal, unidirectional, and usage-based. One of the issues generally
taken for granted, yet often underexplored, is the critical role of the notion of eu/ture when characterizing
conceptual metaphor. In this paper, we revisit and problematize the concepts of universality, uni-
directionality, and usage-basedness and argue in favour of a broader-scoped approach to metaphor that
brings in the notion of culture as key to metaphor research. By ‘culture’, we mean two, related things: (a)
shared beliefs, knowledge, and world view(s) characterizing national, ethnic, and speech communities; and
(b) the discourse communities using metaphor: i.e., those subcultures within broader cultural frames that
are characterized by specific knowledge schemas, needs, and interests. To do so, we look into metaphors
used by non—Western cultures and the architectural community when expressing the ways they perceive
and think about their worlds.

Keywords: culture sieve, perception, motion, genre, metaphor, COGNITION IS PERCEPTION.

1. INTRODUCTION

Conceptual metaphor in cognitive linguistics (héadé, CMT) is understood as a mapping between
two conceptual domains, where properties from ameain — the source — are transferred onto another
domain: the target. The conceptual associationsvdeet source and target have usually been
considered universal: grounded on an experientidilyp basis shared by all human beings; and
unidirectional: the — usually abstract — target donmis understood by means of information mapped
from the — usually physical or more concrete — sewtomain but not vice versa. In other words, the
brunt of the metaphorical construal of the targemdin is born by the source domain. Cognitive
linguistics is to be included in what are known usage-based approaches to language given the
emphasis placed on exploring and discussing retdrices of verbal interaction: i.e., the well-known
linguistic notion of performance; rather than ombxinatory, syntactic abilities: i.e., competencg, a
illustrated in hypothetical, well-formed sentences.

Two other key notions in the paradigm are motivaand embodiment, both used to explain how

human cognition works - metaphor included. Accagdiio Johnson, ‘...meaning and value are
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grounded in the nature of our bodies and brainsheg develop through ongoing interactions with
various environments that have physical, social, @ritural dimensions. The nature of our embodied
experience motivates and constrains how thingsnaaningful to us’ (Johnson 1997: 154).

As Johnson points out, while physical configurati®imdeed paramount to embodiment, it relies
on culture as well. Sinha and Jensen de Lépez offer a similar viewning that, in defining
embodiment, people have ‘failed to pay sufficietertion to the importance of culture and society i
human cognition, in the motivation of linguisticwgtture, and in the acquisition of language’ (Sigha
Jensen de Lépez 2000: 20; see also Ibarretxe-Amtu#i@08, 2013).

In short, although the relationship between culamd conceptual metaphor has recently received
more attention from some cognitive linguistics dal®(see e.g. Kovecses 2005, Shariéaal 2008,

Yu 2009), the critical role of culture in chara@érg conceptual metaphor remains under-explored.
Consider this definition of embodiment from EvafZ007: 68) A Glossary of Cognitive Linguistics:
Embodiment. Pertains to the body, especially spexpecific physiology and anatomy.
Physiology has to do with biological morphology,iethis to say body parts and organisation,
such as having hands, arms and (bare) skin rathantings and feathers. Anatomy has to with
internal organisation of the body. This includes tieural architecture of an organism, which is
to say the brain and the nervous system. The nafia@mbodiment plays an important role in
many cognitive linguistic theories.
This paper sees culture as encompassing two, defatgons. On the one hand, it refers to the shared
beliefs, knowledge, and world view(s) charactegzbroad national, ethnic, or speech communities;
on the other, it refers to the communities — or-sultures — sharing knowledge schemas, needs,
interests, and language, as subsumed within tleenfemtioned broad cultural frame — or Culture with
a capital C.

The importance of taking culture into account intaphor research is illustrated by such a
conventional metaphor in the West @iSDERSTANDINGKNOWING IS SEEING whereby an adjective
like blind or a verb likeseeis used to express ‘(nhot) understanding’: engw could you have been so
blind and not seen what your son was up k®wvever, as Evans and Wilkins (2000) describe, in
Australian aboriginal cultures and languages, thteon of understanding is expressed via the sefise o
hearing: i.e., the metaphONDERSTANDING/KNOWING IS HEARING. In other words, different Cultures
convey the same reality by drawing on different apbbrical sources. Matters get even more
complicated when one moves beyond everyday commtioic to focus on specific communities
within a Culture: e.g., architects, who share dqssional practice and concomitant worldview and
language, use blind as an adjective to descriliruatigre without windows: i.e., without openings to
the ‘outside’ world.

These examples point to the controversial qualityraversality, uni-directionality, and usage-

basedness as they stand in mainstream CMT. A lbdiseourses and communities suggests that (a)

! Embodiment in Cognitive Linguistics is interpreted in several ways (Geeraerts & Grondelaers 1995; Rohrer
2001). In this paper, we follow Johnson’s (1987) definition of embodiment.
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metaphors depend, to large extent, on interactitmtive world mediated through culture: e.g., tee u
of different perception sources to articulate #mgets of cognition targets; (b) metaphorical maggpi
need not involve abstract targets, as illustratgddzhitectural metaphors using visual metaphor to
map physical sources onto physical targets, athenexpressiorblind building and (c) the term
‘usage-based’ is often interpreted narrowly: mdglfGesearch is still lexis- or sentence-based.

In this paper, we argue in favour of a broader-edompproach to metaphor where the
forementioned tenets are refined and validatedhrparating the two notions of culture described
above. To do so, we explore the semantic fieldgen€eption and motion as they appear in different
Cultures and cultures. The reason for choosingethte® conceptual domains is that they have
received a great deal of attention in mainstreagnitive linguistics (see e.g. Talmy 2000, Sweetser
1990).

In the next section, we overview the problems dastifrom the CMT issues introduced above.
We then use our discussion of real corpus datantienline the importance in metaphor research of
paying attention to culture. Finally, we attemptindtegrate the notions of Culture and culture in

metaphor research.

2. REVISITING ISSUES FROM CMT

CMT set out to explain thoroughly the figurative nkiogs of mind, picking up on longstanding
philosophical concerns over the imaginative anchramomorphic basis ofogos i.e., of human
thought and languag€MT questioned basic postulates in other well-kndiveories of metaphor
such asinteraction’ and ‘comparison’ (see the papers ito@y 1993). The cognitive approach starts
by assuming the creative potential of metapHefining metaphor as ‘understanding and experigncin
one kind of thing in terms of another’ (Lakoff &hlwson 1980: 5). It follows that such ‘understanding
and experiencing’ is intrinsically new: i.e., rélis created in the metaphorical process. A second
important postulate is the conventional status etaphor in human thought and communication —
even though conventional metaphors may, of coussefurther exploited in more innovative or
markedly figurative ways. One of CMT’s strong psiiig precisely that it has shown the systematicity
of metaphor in human thinking. Third, metaphor ésatibed as a cognitive mechanism determined
and motivated by interaction in the world: i.e.,nstvained by one’s particular body and mind
configuration as described by the notion of embaimEmbodiment is shared (presumably) by all
human beings: it is universal. Fourth, from theseyt CMT has rested on the basic premise that
metaphor and culture are intimately related. A goaske in point is the notion tdealized Cognitive
Models or folk modelsdeveloped in (Lakoff 1987). Finally, CMT scholastive to differentiate
metaphor as a cognitive mechanism from metapholacgjuage: i.e., the instantiation of conceptual
metaphor (Kovecses 2002), where ‘language’ conaashsnly oral and written data but visual data as

well: e.g., gesture (Cienki & Miller 2008).
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Although the CMT paradigm represented a breakthrongnetaphor research in the 1980s, some
of its postulates have lately been criticized aisiéed. One of the main criticisms is that mostod
evidence used to prove that metaphor is a systeroaticeptual mechanism is based on language:
usually de-contextualized language, in the broauseseThis criticism has several angles worth
exploring in more detail, one of which is the aéidgcircularity of reasoning in CMT research. As
Valenzuela (2009: 237) puts it: ‘a common methogglan metaphor theory has been to group
together a given number of linguistic expressiowhich are found to share certain common
characteristics, and then use these expressigspose a given conceptual metaphor; this conckptua
metaphor is in turn used to explain why there ishs@a numerous group of these linguistic
expressions’.

Of course, the importance of non-linguistic dataupporting the conceptual nature of metaphor
is not new in cognitive linguistics (see e.g. Gild8#94). At the same time, only recently has the
presence of metaphor in human thought been exphiee@&xperiments (see e.g. Boroditsky 2000;
Casasanto & Dijkstra 2010; Casasanto & Boroditd@& Gibbset al. 1997; Gibbs & Matlock 2008;
Santiago, Lupiafiez, Pérez & Funes 2007).

The growing body of psycholinguistics research tenextremely useful in refining CMT.
Psycholinguists have shown that some conceptuahphets are grounded in bodily experience. A
battery of experiments carried out in the domairmbtions offers empirical data consistent with the
cognitive entrenchment of such well-known metaphassHAPPINESS IS UFSADNESS IS DOWN
Casasanto and Dijkstra (2010) have recently shtwahgositive life experiences are associated with
UPWARD MOTION and that negative ones are associated miitwNWARD MOTION. Some of these
experiments have revealed conceptual metaphors tmabed not solely based on bodily experience
but also on linguistic and cultural conventiong). gSantiago and colleagues (2007) demonstrate that
in TIME IS SPACE TIME is mapped not only on up-down and front-back spattes but also on a left-
right horizontal axis, where the future is locatedthe right or left depending on the direction of
reading and writing. This supports our main clamthis paper: namely, that C(c)ulture plays a @luci
role in metaphor — or, as Palmer and Sharifiamtglaémbodied categories are framed by cultural
knowledge and practice’ (Palmer & Sharifian 200)7: 2

Meanwhile, the growing body of cross-linguisticeasch in CMT has shown that, although some
conceptual metaphors are similarly instantiatedssctanguages, they are far from universal and must
be interpreted within a specific cultural frameisTresearch avoids the ‘linguacentrism’ that lirsgier
some coghnitive linguistic analyses (see Palmer 02 further elaborate this in Section 3.1, where
we discuss perception metaphors.

Another point of contention is the lexis- or semtasedness of most CMT research, i.e. the
lack of research on the pragmatics of metaphoilisoodrse contexts where it helps articulate topics
and manage the author-reader interactions (Zirtkelisten & Nerlich 2008; Lakoff 2004). The strong

cognitive bias of mainstream CMT has been quedtianlicitly or explicitly by more applied or
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discourse-oriented metaphor scholars (Caballera3,2@006, 2007; Cameron & Deignan 2006;
Kimmel 2010; Steen 2007). Although starting fronmgliistic evidence, the description and
classification of figurative phenomena are stilhdat a cognitive level, top-down: i.e., the fouen
deep-level cognitive mappings irrespective of theeide ways they may be instantiated. As Goatly
puts it (1997: 42), ‘cognitive metaphors have todfiexpression in some medium, and when the
medium is language the form of the expression laille important consequences for their recognition
and interpretation’.

Playing down the diverse ways in which metaphae#ized is risky for a number of reasons.
First, it helps preserve one of the most debatabpects of the theory: i.e., the close link between
figurative language and conceptual mappings irbta@a. Second, it disregards the role language (i.e
discourse interaction) may play in metaphor entnerent and, hence, in metaphor ‘health’ and
evolution. MacArthur (2005) argues that the shawmedlerstanding of notions of control among
speakers of Spanish and English -- the surfacefasaiion of which is seen in metaphors related to
horse riding — arises not from embodiment or dieeqierience but as a consequence of language use.
In similar fashion, Caballero (2012) describes lemweral metaphors are enriched, re-elaborated, and
conventionalized within the tennis community thrbugepeated use. Given the cultural status of
language, this implies viewing the relationshipweEsn metaphor and culture as unidirectional rather
than bidirectional.

The position we adopt in this paper is not radjcall odds with CMT. We start from one basic
assumption: claiming that human reasoning is lgrgedtaphorical requires exploring both the role of
metaphor in cognition and how people use metaphaommunicate. Metaphor is both a conceptual
and a socialization tool: one that is partly acgdiand put to work through discourse interactiome O
needs to incorporate cognitive, linguistic, andiwal aspects of figurative phenomena in research
aimed at explaining how and why people interacbugh metaphor. One must combine a cognitive
with a discourse perspective on metaphor if oneehap gain reliable insights. Of course, a disa®urs
approach is not exempt from problems, either. Thietated hot topics in contemporary metaphor
research concern the data used: both the idetiiificaf metaphor from the data and the interpretati
of metaphorical instances.

The use of corpora — both large and madeho¢ community-specific corpora — has become
standard in recent research (e.g., Cameron 2003rt€lts-Black 2004; Caballero 2006, 2007;
Deignan 2005; Semino 2005; Stefanowitsch & Grie®620The use of corpora ensures that (a)
research deals with real language use; (b) sufficdata can be scrutinized; and, most importai)y,
the phenomenon under analysis is no mere accidantis recurrently used by identifiable
communities. Corpus-based approaches strive tooexpmetaphor from a scientific, real-use
perspective. Their main goal is to identify metagghfyxom their linguistic instantiation in corpora

while examining the role of these metaphors inding the ontology of more broadly or narrowly
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defined communities. Note that, while this is aparant and, indeed, necessary development, most
studies remain very much lexically rooted: theialgais does not go beyond the sentence level.

The conventional/creative metaphor distinction ¢gfly derived from these studies remains very
much in agreement with traditional CMT. Unconveng&ibmetaphorical language not only shows how
members of certain communities exploit conventiaered metaphor (Caballero 2012) but may also
provide an alternate view on unquestioned tene@\bT. Abstract or metaphorical motion is a case in
point. Customarily, it has been explored in gendistourse: usually narrative; yet, when one moves
to more specific contexts, the phenomenon rendensich interesting — if occasionally disturbing —
picture, as we discuss in Section 3.2.

Metaphor identification is problematic, giving rise recent attempts to build an objective,
scientific procedure for it (Pragglejaz Group 208feen 2007, Steeet al. 2010). The discussion
proceeds in two directions. First, in determiningether a given use of language is metaphorical or
not, the identification procedure returns to theative/conventional opposition; see the discussion
‘deliberate’ metaphors in (Steen 2008, Steeal. 2010) and on ‘emergent’ metaphors in (Cameron &
Deignan 20067.Second, it strives to determine an optimal or afpez unit of analysis (Pragglejaz
Group 2007, Steeet al. 2010).

Despite the insights gleaned, metaphor identificatiemains an issue in all these approaches.

Before taking this point further, we offer two exales from architectural texts:

(1) A pair of curved glazed wings extend to embracengighbourhoodCPPARIS.TXT].
(2)  The square could scarcely be left open and unprededut Wilson had to argue hard to
be allowed to project the south-east wing forwgBB@EAKI~1.TXT].

As Caballero (2006) describes, these two exampkae whown to four architects, who were asked
whether they thought the termingsin (1) meant the same asng in (2). All acknowledged the
figurative and visual quality of the description(it), yet did not comment upaming in (2). In other
words, although both examples instantiate the sarmataphor, using the resemblance of spatial
volumes to actual wings, the architects regand@tsin (1) as metaphorical buting in (2) as a
conventional reference to a spatial volume. Thethér related the image suggestedwingsin (1)
with the imagistic verlembrace None was able to explain why (1) felt more metajual than (2).

This brief digression may be used to address theetforementioned issues in contemporary
metaphor research. The architects’ reaction shbassthe metaphorical status of an expression may
result from the disparity of the experiential donginvolved and not only the way it appears in a
particular text. Incongruity and salience are quitBferent issues when identifying metaphorical
language in texts. Conventional — hence, usualiprispicuous — metaphorical language can be re-
elaborated or exploited rhetorically, which makésfeel more saliently figurative. Accordingly,

although idiosyncrasies of the knowledge projectiorolved in diverse metaphorical mappings may

2 Emergent metaphor is addressed from a different perspective in (Ricoeur 1978) and (Wilson & Carston 2006).
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be discussed in terms of concepts, the formal ammtegtual aspects intrinsic to their actual
instantiation need to be considered if one wantgaim insight into metaphor. As Deighan (2005)
suggests, word-by-word identification and analysisot only time-consuming, it may sometimes be
wasteful. The figurative quality akingsin (1) versus the non-figurative quality wing in (2) may
best be made clear by considering the sentencesniext rather than analyzing them according to
their constituents. Finally, metaphoricity may beers as a matter of degree: not all metaphorical
language is regarded as such by all people, unaeglihe role of context and social convention in
metaphor awareness and identification: hence ntpeitance of taking culture into account to explore

metaphor in all its complexity.

3. INTEGRATING THE NOTION OF CULTURE IN METAPHOR RESEARCH:
PERCEPTION AND MOTION IN LANGUAGE AND CULTURE

As pointed out in the introduction, culture coviewe related notions, what we have called Cultur@é an
culture (those cultures articulating Culture). Takboth notions into account is essential to meiaph
research for practical and theoretical reasonghdnfirst place, it may help identify the metaphors
underlying the worldview and language of culturéthiw a broader Cultural frame as well as explore
how they become conventionalized (entrenched), redgd, and enriched by the members of a
community. If one bears in mind that discourse camities are characterized by distinctive
knowledge schemas, needs, and interests, one raapnably expect that the ways metaphor is
understood will differ radically across communities

Looking into how metaphor is used by various ce@lsumay shed light into how the production
and interpretation of metaphor are affected by specificity of the community using it. In what
follows, we follow this line of argument, illustiag it with examples from two conceptual domains:
perception and motion. Our goal is to show thatdbeceptual grounding of metaphor needs to be
validated by the C/culture sieve: i.e., that whiokdiates between the corporeal and sociocultural
dimensions of embodiment. This sieve plays anunséntal role in the way physical, sensorimotor-
grounding universal experiences pass through theplex and socially acquired beliefs, knowledge,
and worldwiew(s) intrinsic to one or several comitier: i.e., C/cultures. As Gibbs puts it (2006: 9)
‘people’s subjective, felt experiences or their ibedin action provide part of the fundamental
grounding for language and thought. Cognition isatmbccurs when the body engages the physical,
cultural world and must be studied in terms of tiy@amical interactions between people and the
environment’. If, as Silverstein (2004) claims, taué is articulated and made manifest through
patterned (‘genred’), interactive negotiation otanings and values, then using a genre-based

approach may provide useful insight into the caltuoots of metaphor.
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3.1 Perception metaphors in language and Culture(s)

The senses may be described as the channels thwhigh people gather up-to-date information
about the world (Barlow & Mollon 1982; Blake & Sé&u2005; Classen 1993, 1997; Goldstein 2009;
HHMI 1995; Howes 2004; Roubet al. 2002). The role of the senses as information oblann
impinges upon language. Many sense-related word $tow the senses are used to conceptualize
such domains as understanding, obedience, (dis)pleaand so on. Perception metaphors have been
discussed in cognitive linguistics since the pigimgework of Sweetser (1990), who showed the
systematic relations between perception through dbeses — especially, the so-called ‘major’
modalities or ‘far senses’ such as vision and hegasi and the internal self and sensations. Other
scholars have since shown that the ‘minor’ sen$esnell, touch, and taste are likewise richer than
expected in terms of metaphorical mappings (lbgeréintufiano 1999a/b, 2002, 2006; Viberg 1983,
1984, 2001).

Most of this early work focuses on perception metap allegedly shared by speakers from
different languages. The reason why researcheuséalcon ‘universal’ metaphors is clear. Their main
goal was to show that these metaphors are embodied: grounded in daily experience.
UNDERSTANDING/KNOWING IS SEEINGiS a thoroughly discussed conceptual metaphdrisnréspect. It
is instantiated by expressions suchcemsar argumentl see your pointor opaque discussioand
generally considered a good example of a universaditivated mapping between two conceptual
domains. According to Sweetser (1990: 45), visgthe primary modality from which verbs of higher
cognitive activity — e.g., ‘knowing’, ‘understandih and ‘thinking’ — are recruited. Her views are
shared by psychologists and psycholinguists sudBadner (1983) and Arnheim (1969), who also
consider vision the most important sense, claintiag the association between vision and cogniton i
a natural one. The perceptual experience one uoeergzhen one uses vision, and its immediate
results of quick, direct, and trustworthy inforneettji may explain why this sense in particular i&dith
to ‘understanding’ — in contrast to other sense atitids such as smell, which is linked to ‘guessing

‘suspecting’, and ‘sensing’ instead, as illustrabgdexamples (3) and (4) respectively.

(3) In Ferrari terms, it wasn', and Niki should havmalled earlier that yet another Ferrari
plot was under way, and without Montezemolo, Henks were unprotectedBNC,
15/11/2010F

(4) “Itis difficult to see how the integrity of theas¢ment can be assured or enforced”, it
added[BNC, 15/11/2010].

3 Examples in this section are all drawn from one of three corpora: for English, the British National Corpus (BNC,
http://www.natcorp.ox.ac.uk/); for Basque, the Ereduzko prosa gaur —Contemporary Reference Prose (CRP,
http://www.ehu.es/euskara-orria/euskara/ereduzkoa/); and for Spanish, the Corpus de Referencia Actual del
Espafiol-Corpus for Contemporary Spanish (CREA, http://corpus.rae.es/creanet.html).
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Vision allows one to detect and identify objectsriediately and accurately. Using smell, one can
detect odors easily, but identifying them is moiféadilt (Engen 1991): what perception psychologist
know as the ‘tip of the nose’ phenomenon (LawlesErgen 1977). When one perceives via these
senses, one formulates hypotheses about the naftuhe objects one perceives that correspond —
more or less accurately — to the nature of the abpct. The information gathered by vision and the
hypotheses formulated on the basis of that infaonaare more reliable than those garnered from
smell. The prototypical properties of visfoexplain not only the different meanings of (3) g4ylbut
also the different values of parts of speech swlpeaception evidentiaJsamong whom visual
evidentials provide the highest degree of religbifiAikhenvald & Dixon 1998, 2003; Barnes 1984;
De Haan 2005; Perrot 1996; Willett 1988).

If the idea of embodiment is correct, then one aegue that all human beings perceive and
experience vision in the same way, since all hheesame physiological and psychological apparatus
for visual perception. This is why commonalitiesimbodied experience relate to similarities in sens
perception for conceptual metaphors across languabjee link between vision and intellect is
pervasive not only in languages such as Englism{Atvius 1993, Baker 1999, Danesi 1990) but also
in other Indo-European and non-Indo-European laggsidlbarretxe-Antuiiano 1999a, 2002; Viberg

2008). In Basque and Spanish, one finds exampia@tasito the ones above:

(5) Orain, berriz, urtetik urtera garbiago ikusten dukin bestelakoa den Francoren

proiektua Proustenaren aldeg@RP, 15/11/2010] (‘now, on the other hand, ygmssing, | see

it more clearly how different Franco’s projectimsdomparison to Proust’s’).

(6) Ninos aclar6 usted antes lo de la edad, ni veoquar habla de odiar al hijo y asesinar

al padre[CREA, 15/11/2010] (‘neither did you explain to tie age issue nor do | see why you

talk about hating the son and murdering the fajher’

(7) Hura esatean egin zuen irri makurragatik, usainduem esaldiak gaiztakeriaren bat
ezkutatzen zuela, baina ez nuen harrag@P, 15/11/2010] (‘when he said that, due to his

mischievous smile, | could smell that his sentdridesome evil, but | didn't catch it").

(8) No me gustaba el tema de aquella noche, no me halsi@do nunca, recordé, me olia

mal desde el principio, presentia algo que no naedlgustar, pero ya no podia volver atras

[CREA, 15/11/2010] ('l didn't like the topic thatight; I've never liked it; | remembered it

smelled bad to me from the beginning. | could sesmmething that | wasn't going to like, but

| couldn’t go back’).

Two questions arise: whether the metapbBIDERSTANDING / KNOWING IS SEEING is really as
universal as has been argued in the literature wdradher culture plays any role as a filter for ibod

based metaphors.

* See Ibarretxe-Antufiano (1999a) for more about the conceptual bases of perception metaphors.
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Research in non-Western languages quite strongiyodstrates that the metaphor nst
universal. Evans and Wilkins (2000) describe ov®Agstralian languages where the link between the
domain of intellect and cognition is establisheal wearing rather than vision — the latter linkestead
to desire, sexual attraction, supervision, and egggon. Expressions in Walmajarri suchpasjarti
(‘intelligent’; literally, ‘having an ear’) anghina-pina karrinyu(‘think’; literally, ‘ear-ear-stand’) and
verbs such aawein Arrernte,gannga in Banjalangyangkurain Ngar, andkulini in Pitjantjatjara —
all with the meaning ‘hear, listen, and understandllustrate theUNDERSTANDING / KNOWING IS
HEARING metaphor.

Australian languages are not the exception thatgzrdhe rule: similar mappings are found in
other languages. Devereux (1991) reports that gou®) Moi in Indochina conceptualize the ear as
the seat of reason. Expressions suctie&q'deaf’) andoh ta ay tue(n]literally ‘has no ear’) are used
to describe people who lack intelligence. Mayer8@)ikewise reports that in Ommura, Papua New
Guinea, all intellectual processes are associatiétdl thve auditory system. Everything concerning
motives, thoughts, and intentions is ‘in the ea€tbs such akro mean both ‘to hear (a sound)’ and
‘to know, to understand’. Seeger (1975) reports tha Suya Indians of Brazil use the same \erb
mbafor ‘listen’, ‘understand’, and ‘know’. ‘When thsuya have learned something — even something
visual such as a weaving pattern — they say, ‘i is1y ear” (Seeger 1975: 214). The Desana of the
equatorial rain forest of Colombian Northwest AmazReichel-Dolmatoff 1981) consider hearing the
most important function of the brain: it is the serthat connects the brain hemisphepe= (yiri ‘to
hear, to act’) and provides abstract thought.

Hearing is not the only alternative to vision: #nere other possibilities. The Tzotzil of Mexico
consider heat (hence, touch) to be the basic fofdee cosmos (Classen 1993). The Ongee of the
South Pacific Andaman Islands order their liveshells (Classen, Howes & Synnott 1994; Pandya
1993), as do the Jahai in the Malay Peninsula (Burk & Majid 2011).

Cultures exist where several perceptual modalitiesk together in conceptualizing cognition.
The Shipibo-Conibo Indians of Peru are reportedbfaet-Sayer 1985) to combine visual, auditory,
and olfactory perceptions to form a body of shamaognition.

What these examples show is not only thRbERSTANDING/ KNOWING IS SEEINGIs far from
universal but also, as pointed out by several aptiipgists (e.g., Howes 1991, 2003, 2004; Ong
1991; Tyler 1984), the omnipresent Western pergpmesomehow ‘pollutes’ conceptual reality in the
perception domain. In sum, vision plays a saliet@ in our conceptualization of the intellect, khit
salience is neither shared by all cultures noreme older stages of Indo-European culture. Tyler
(1984:23) writes: ‘the hegemony of the visual... 8t mniversal, for it: (a) has a history as a
commonsense concept in Indo-European, influencegtpiarly by literacy; (b) is not ‘substantiated’
in the conceptual ‘structures’ of other languages] (c) is based on a profound misunderstanding of

the evolution and functioning of the human sensotiu
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Together, the forementioned linguistic and anthlogical research has important consequences
for the analysis of perception-based conceptuahpinetr. The motivation for and grounding of these
semantic extensions cannot be explained solely &gns of a common body basis: culture is also a
key factor in human thought. As Ong (1991: 26) pout, ‘cultures vary greatly in their exploitatio
of the various senses and in the way in which tledgted their conceptual apparatus to the various
senses’.

One solution is to argue in favour of a more geharad abstract metaph@OGNITION IS
PERCEPTION— then, after sifting the metaphor through th&effibf a given culture, specify which of
the sense modalities provides its specific instdiotis (Ibarretxe-Antufiano 2008). Every language —
English, Jahai, Ommura, Walmajarri, etc. — seeneoEseS£OGNITION IS PERCEPTION Depending
on the particular cultural background of the larggathe metaphor is instantiated in a concrete
metaphor:COGNITION IS SEEINGfor English, COGNITION IS SMELLING for Jahai, andcOGNITION IS
HEARING for Ommura and Walmajarri. In a way, this flexilgeounding is still based on a common
body basis: it assumes that the physiology andhudggy of the senses motivate the pervasive link
between cognition and perception. At the same tiih@dds the necessary role of culture. This
approach accords with what Kdvecses (2005, 2008ries as the differential experiential focus:
I.e., the way cultures single out different asp@ftembodiment. This is what we described above as
the culture sieve It may help determine what Majid and Levinson 1(P0call sensescapesach
culture’s rich sensorial landscapes enabling onedétect domains where one culture sings and
another is silent’ (Majid and Levinson 2011: 16)demonstrates that the conceptual grounding of
metaphor really is based both on the body (i.es@@motor experience) and culture.

One need not resort to remote non-Western cultireshow that metaphors — no matter how
‘successful’ they may be in a language — need $s fize culture sieve to be understood correctl Th
culture sieve may be understood in two, complenmgitays. On the one hand, one should ask how
pervasive and salient the link between vision amtdllect is in languages where the metaphor is
found: the metaphayNDERSTANDING/ KNOWING IS SEEINGMay exist in a language/culture but not be
the only sense perception related to understandimigbe the most used expression for this domain.
For example, although (5) shows that Basque empleysetaphor, when somebody wants to say that
a person knows a lot / is wise / is an expert, ¢pression used iaditua (‘hear/listen.past
participle.determiner’): i.e., the sense domaihdaring, not vision. Spanish is another example. Th
verbver (‘see’) is also related to the intellect, but gense-related verb that Spanish speakers use for
knowing is saber (from the Latinsapere ‘to taste’). Viberg (2008) argues that, althougkion is
related to understanding in Swedish, the relat®madt so pervasive as in English. He compares
English sentences with their translations into Salednd concludes (2008: 138-139) that ‘Engtish
is relatively frequently translated... with Swedistrlys referring to understanding rather than visual
perception’; expressions that function as frequistourse markers in English suickee you seeor

seeare never translated with the vesd(‘see’) in Swedish but with other expressions sash (‘yes-
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so’) or forsta (‘understand’). These examples from Basque, Sparisd Swedish point out an area
that requires further research: what one may calflaphor salience or describe in terms of how
pervasive a conceptual mapping is in a given laggweand culture.

This culture sieve is also essential when speatease the same language but not necessarily the
same cultural background. Spanish illustrates twetpOne of the meanings in Spanish in the sehse o
touch is ‘to fall to’, ‘to correspond’ (see Gonzaleonzélez 2010; Ibarretxe-Antufiano 1999a, 2006),

as exemplified in (9):

(9) Oijala me toque ver a mis nietfswish l.dat touches see to my grandchildren'wish |
happened to see my grandchildren’).

(10) A ustedes les toco vivir el ciclon del 59, ¢ verdad® you.pol.pl they.dat touched live
the cyclone of.the 59 true”: ‘you lived through tB8 cyclone, didn’t you?’).

(11) Le toco sacarse la loterighe.dat touched took.out the lottery’: ‘he won thtery’).

What is interesting about these examples is thatinterpretation of a Peninsular Spanish and a
Mexican Spanish speaker might not be the samendiweir different cultural backgrounds. In both
cases, due to the affective dative constructionhiith the verliocar (‘touch’) occurs, participants are
considered to be passive and affected by the eventiexperiencers (Maldonado 1999). That said,
according to Gonzalez-Gonzalez (2010), the Mexicsgpeaker would necessarily think of
predestination: either religious (i.e., God’s wilk) not depending on the speaker’s beliefs. ThishEa
explained by taking into account the ‘fatalist’wigoint of Mexicans: the view that all are goverigd
destiny or God’'s will and cannot help it. In consence, they see themselves as victims of

predestination.

3.2 Motion metaphors in language and culture(s)

Along with being sensitive to the broad culturalieonment of peoples, metaphor also responds to
‘narrower’ contextual factors. To understand thechamics of metaphor, one must take into account
the topics it helps articulate, the people usingoitcommunicate, and the goals fulfilled by the
interaction in which it plays a role. Since allgbrare defining traits @fenre a concomitant approach
seems worth trying in metaphor research. If ondyré@ants to understand the ways metaphor and
culture interact, then bringing in both the co-tmttand contextual factors determining figuratiges

of language may shed light on the culture/metapélationship.

To see the benefits of a genre-based approach tphw, consider the phenomenon variously
known asabstract motion(Langacker 1986)subjective motior{Matsumoto 1996) ofictive motion
(Talmy 1996, Matlock 2004) whereby motion verbst ttypically convey actual displacements from
one place to another are used to describe staiesanstead. Whildimb in my brother likes to climb
the mountains near our housapresses a real motion evehe road climbs the mountaghescribes

the upward trajectory of a road: an intrinsicaligtEe entity.



WAYS OF PERCEIVING, MOVING, AND THINKING | 280

Lakoff and Turner (1989: 142-144) regard this pmeoon as an instance of the metaparm
IS MOTION whereby understanding of certain spatial arrangeésnand topologies rests on particular
ways of moving: i.e., the locational use of motaiterns is motivated by a metaphor where motion is
mapped onto form or shape. In contrast, LangackéBq) claims that such expressions do not
instantiate a mapping from a spatial onto a noridpadomain but designate a spatial configuratisn a
dynamically construed by the speaker or writeithin example above, this construal invokes the road
as seen or profiled in full: i.e., imagined andbadized through the simultaneous activation of yver
location in its spatiotemporal bas€he road climbs up the mountagonveys a certain sense of
motion, but this does not imply a metaphorical niagdrom a motion domain onto a spatial one.
Finally, Talmy (1996) suggests that fictive-motiexpressions concerned with spatial descriptions are
metaphorically motivated regardless of whether teegke actual motion for every speaker. By
framing the expressions within the broader notiboeption which encompasses both perception and
conception, Talmy brings to mind Lakoff and Tursef1989) forementioneBORM IS MOTION while
drawing attention to the phenomenon’s simultangmurseptual — specifically visual — and conceptual
qualities.

The default context for researching fictive or adstt motion has been general discourse, the data
under scrutiny often replicating explanations pded by cognitive scholars. When one moves
towards more specific contexts where motion venesused to predicate static entities, one gets a

more interesting picture. By way of illustratiomnsider the following examples:

(12) The new library eases gently into a Wild West laags of rolling forested hills and
snow- capped mountaifRUSTIC REGIONALISM, Architectural Review].

(13) A lovely bouquet which eases into a big fruit-fillgoresence on the palate

[http://buyingguide.winemag.com/ltem.aspx/4295000020

In a conventional narrative scenario, the vedseexpresses gentle, easy motion. Although this
semantic information is preserved in these examphes verb is used to convey radically different
things, instantiating metaphors concerned with Hemsory experiences afforded by a spatial
arrangement and a wine respectively. In (Esedescribes what a building looks like in its spatia
context. By contrast, in (13¢asesomehow blends what a wine smells, tastes, argllfkee inside the
mouth — taste being inextricably linked to smelll anuch (Caballero 2007, Caballero & Suarez-Toste
2010). The examples illustrate metaphors whererimition from theMOTION source domain is
recruited to describe properties of buildings anmues as perceived by the speaker or writer.

In architectural and wine discourse, part of thierigst in motion metaphors lies in the physicality
of both the source and the target domains. A ceseiraption in CMT is that abstract thinking is
heavily determined by the functioning of the hunbaly: concrete experiences in and with the world
provide the basic data for understanding abstnact;concrete things (Lakoff & Johnson 1980, 1999).

Nevertheless, although helping understanding ofrthset abstract via the most concrete is one of the
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most salient properties of metaphor, this doesuletout the concreteness of both source and target
certain metaphors, as illustrated by (12) and (13).

What might be calledRCHITECTURAL FORM IS MOTIONIs a general and conventional metaphor
reflecting the visual thinking that characterizeshétects. It underlies the way this cultural grages
(i.e., understands) and discusses their realy, Gpace). The verbs employed in this endeavoyr ma
be seen as instantiating more refined or detaibrdions of that general metaphorical frame. Before

taking this point further, consider the followingaenple:

(14) The centre curves embryonically around a centralasg, its north-south spine traced by
a public footpath through the site. Another histaute, the path of an old road, is picked out
by paving and runs diagonally through the squaremfra ceremonial gateway between
Bioscience and Genetics. An old market keeper'sddu the square, like a navel in the body,
has been restored and is an umbilical cord with fihet. The business-like Genetics Institute is
oriented towards the street rather than the square] linked to the lower Helix Gallery by a
“ski slope”. It sets in motion a spiral that casasl down to the gallery's lowest curve
[AEC50_GENETIC ENGINEERING].

Here, parts of a building are portrayed via sucliionoverbs asurve trace run, andcascade-all
concerned with articulating the external appearaftke entities at issue.

The metaphoARCHITECTURAL FORM IS MOTION does not cover all the complexities of motion
use in architectural assessment. While the dyngortrayal of space rests upon the displacement
component of the verbs employed, the particularitiEthe spatial entities thus predicated rely upon
the specifics of motion encapsulated by each JVerlihe case of (14)xurveis a de-nominal verb
concerned with the contour of the building, as aswace run expresses continuous, uninterrupted
spacerascadesuggests the forceful display of architecturairfor

Motion verbs also play an important role in wings@ssment. Here are examples of their

occurrence in wine-tasting notes:

(15) Full, classy and exciting from the first sniff teetlast essence of the finish. Along the way
is a largely flawless wine that bobs and weavespra@ moment it's forward and seemingly
modern. Then it'll go all classic on you. OverdB a beauty with structure and style. The real
deal in newer-style Brunell®VEC282_WINE ENTHUSIAST-726].

(16) Smooth, spicy nose. Plenty of fruit coursing thtoaggood structure. Holds up well.
Long, spicy finisHWEC183 DECANTER-247].

(17) The flavors cascade in endless tiers, blackcurrahgrry, mocha, Indian pudding, oak
and spice, all coming together in an exciting fothat lasts through a minute-long finish.
MagnificentfWEC379_WINE ENTHUSIAST-366].

(18) Fabulous ripe berry sweetness in the mouth, wittieeoand fudge and a softness that

washes over the palate before spice and tanninslieduild. The lip-smacking cherry acidity
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and silky tannin quality push through into a lohgautifully focused and quite delicious finish
[WEC145_CANNAVAN-31].

The verbsbob, weave go, sit, course cascade and push are all used to describe organoleptic
perception via the nose and mouth: a complex phenomthat requires accounting for two critical
attributes in wines: (a) the intensity of their mias, flavours, and texture (orouth fegl and (b) the
durability or persistence of these features. Sbaté ‘intensity’ and ‘persistence’ are scalar vialés,

it seems reasonable to infer that the choice db wertasting notes is somehow determined by the
semantic information the verb provid€3ourse cascade andpushin (16)-(18) are used whenever
aromas or flavours are forcefully or intensely péred in agreement with their own semantic
properties; these verbs convey forceful and speedtion. By contrastpob and weavein (15)
describe flavours as subtle but noticeable — fdhhgwthe semantic properties of these verbs.
Regarding persistence, often the higher the intenbe lower the persistence and the other way
round: e.g.pob andweavesuggest both subtlety and persistence in the mastineinforced by their
co-text.

In sum, motion expressions in tasting notes proviiermation about what wines smell, taste,
and feel like in a dynamic rather than in more @rtional or literal static way, highlighting padiar
aspects of those sensory experiences. The idiassiesrof smell, taste, amdouth feein relation to
wine may be seen as constraining the type of veed (Caballero 2007). As happened with architects,
the culture built around wine-tasting experts detees the way motion metaphors are conventionally
used in that community.

The use of motion verbs to predicate static esti8enot restricted to English but is also found in

Spanish. Consider:

(19) El acceso al cuerpo principal se produce en la selguplanta tras un ascenso alrededor
del muro: una rampa que arranca del suelo y enfeal visitante con la imponente
presencia de la colina para, después de esta wtar bruscamente y, sin dejar de ascender,
adentrarse en el museo, dejando el estanque adm Resde esta entrada—que vuela sobre el
foyer que se encuentra debajo—se puede accedsrsallas de exposicidn o continuar el paseo
exterior que recorre todo el edificio y conecta laglistintas terrazds
[ASC19 ARQUITECTURA VIVA-52-1]. (‘'The access to timeain volume is done through the
second floor after ascending around the wall: goréimat starts from the ground and makes the
visitor face the imposing presence of the hill,ntharns brusquely and, without stopping its
ascent, goes into the museum leaving the pond ensioe. From this entrance — which flies
over the foyer below — one can access the exhibittoms or go on the exterior walk which

runs around the whole building and connects therséterraces™)

5 All translations are the authors’.
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(20) [La cubierta del edificio] se curva ligeramente paalcanzar la cota del suelo. De este
modo se crea una gran terraza que flota sobreuelcs... De este plano suspendido — que
también se utiliza como plataforma de exposicioaksire libre — emerge una serie de
elementos metalicASC37_ARQUITECTURA VIVA-1998-3]. (‘{The building roof] curves
slightly in order to reach the ground level. Thigya big terrace is created, which floats over
the floor.... From this suspended surface — whiclge used as a platform for open-air
exhibitions — a series of metallic elements emeérges

(21) En nariz es muy complejo. En primer lugar apareftatas negras en licor, que dan paso
a toques balsamicos. Segun se abre el vino salditasatorrefactos muy sutiles y ligeros
toques de cacaPpVNSC1ll CATAVINOS-2]. (‘Complex nose. Black fruithenched in alcohol
make their appearance first, and give way to bdtsawtes. As the wine opens, subtle coffee
notes and light cocoa nuances set forth’.)

(22) Su intensidad aromatica es media/baja, presentamda nariz limpia y que denota
juventud, donde se despliegan aromas de frutasadsesomo manzana verde y citricos.... Los
aromas terciarios estan bajo un manto de fruta mad®osteriormente discurren almendras
tostadas, con toques especiados, vainillas y notdsamicogWSC114_DEVINUM-2009-3].
(‘Medium/low aromatic intensity. Clean and youthfubse where fresh fruit aromas of green
apple and citric fan out.... Tertiary aromas lie undenantle of ripe fruit. Later toast almonds
flow accompanied by spices, vanilla and balsamtesig

(23) La fruta negra... acompafiada de notas minerales, ahte, sensaciones balsamicas,
forman un todo que va fluyendo lentamente desded® profundo de la copa hasta hacerse
enorme al entrar en la nariz que lo espera. En hbetaolumen se hace patente, la complejidad
frutal envuelve suavemente el espacio budaiISC52_CATAVINOS-43]. (‘Black fruits...
accompanied by mineral notes, chocolate and batshighlights make up a whole that flows
slowly from the bottom of the glass until it growmgen entering the nose that waits. The

volume is evident in the mouth, and a complexitroit wraps the mouth cavity gently’.)

Here, similarly to what happens in English, the r$gfa verbsarrancar (‘start off’, ‘depart’, ‘run
away’), girar (‘spin”), ascendel'go up’), adentrarsg('walk into’), volar (‘fly’), recorrer (‘move’, ‘go
around a place’),curvarse (‘curve’, ‘bend’), alcanzar (‘reach’), flotar (‘float’), and emerger
(‘emerge’) are used in architectural assessmerdsgoribe what a spatial entity — a whole building
parts of it — looks like. Likewise, the verbparecer(‘appear’),dar paso(‘give way"), salir (‘go out’),
desplegarsg‘fan out’, ‘unfold’), discurrir (‘move’, ‘go around a place’fluir (‘flow"), and entrar
(‘go into’) in wine-tasting notes describe the argkeptic properties of the wines and are chosen in
agreement with the intensity and persistence dirmeago be communicated to potential drinkers.
The findings sustain the satellite- versus verbard categories within which English and

Spanish have been classified (Talmy 2000): theifimgkerbs encapsulate richer information about the

particulars of motion, whereas most Spanish verkigdlize the direction of motion. Accordingly, the
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English data are more expressive and detailed thanSpanish (Caballero & Ibarretxe-Antufiano
2013,forthcoming. That the communities of architects and windagiin such typologically different
languages use motion to articulate spatial and nolgatic experiences reinforces our claim
concerning the importance of culture in metaphoribanking and communication. A look at how
different communities use metaphor underlines thednto take the notion of acculturation into
account in metaphor research: i.e., the impactistodrse interaction on the entrenchment and
elaboration of the metaphorical scenarios that died¢he worldview and language of a given
community. Only after getting familiar with and teang how to use these metaphors will the new
members of a culture acquire full-membership statimsthe process further reinforcing the metaphors

that characterize the culture of which they haveobee part.

4. CONCLUDING REMARKS: THE IMPORTANCE OF C(c)ULTURE IN
METAPHOR RESEARCH

We have discussed some of the key issues invotveaeiaphor research. By looking into perception
and motion metaphors, we have shown that metaptyoidcrelative rather than absolute: it needs to
be addressed from a cultural perspective, taking atcount the communitieguftureg that use
metaphor as well as the broader contexts of thogeruinities Culture). We agree thatOGNITION IS
PERCEPTIONIs bodily grounded and widely used across seVargjuages. That said, to ascertain the
perception mode(s) involved in the metaphor, orexado explore the way the idiosyncrasies of the
Culture(s) articulated by those languages mediateden senses and world. We also agree that the
same metaphorical source domain — e.g., motiom-bedound in different contexts such as wine and
architecture. Only by being acquainted with theretianterests, goals, and needs of a community can
the metaphors at play be thoroughly understoodh allttheir nuts and bolts.

To this end, we have proposed the idea of a cubiigee: a mediating mechanism that helps
physical, sensorimotor-based, universal experiersiisthrough the complex, socially acquired
beliefs, knowledge, and worldviews intrinsic to asreseveral C/cultures. Only by taking this sieve
into account will one be able to provide a full tpie of the weight of conceptual metaphor in

language, thought, and communication.

Acknowledgments

This research is supported by Grant FFI2010-14%08vEs project) from the Spanish Ministry of

Economy and Competitiveness.

REFERENCES

Aikhenvald, A.Y. & Dixon, R.M.W. (1998). Evidentland Areal typology: A case-study from
Amazonialanguage Science20: 241-57.



WAYS OF PERCEIVING, MOVING, AND THINKING | 285

Aikhenvald, A.Y. & Dixon, R.M. W. (eds.) (2003)Studies in Evidentiality Amsterdam: John
Benjamins.

Alm-Arvius, C. (1993).The English Verb See: A Study in Multiple Meani@gteborg, Sweden: Acta
Universitas Gothoburgensis.

Arnheim, R. (1969)Visual Thinking Berkeley, CA, USA: University of California Press

Baker, C.E. (1999).Seeing Clearly: Frame Semantic, Psycholinguistisad Cross-linguistic
Approaches to the Semantics of the English Verb Gegublished PhD thesis. Berkeley, CA,
USA: University of California at Berkeley.

Barlow, H.B. & Mollon, J.D. (1982)The Sense&£ambridge, UK: Cambridge University Press.

Barnes, J. (1984). Evidentials in the Tuyuca vémternational Journal of American LinguisticS0:
255-71.

Blake, R. & Sekuler, R. (2005perception New York: McGraw-Hill.

Boroditsky, L. (2000). Metaphoric structuring: Umslanding time through spatial metaphors.
Cognition 75(1): 1-28.

Burenhult, N. & Majid, A. (2011). Olfaction in Aglh ideology and languagéhe Senses and Society
6(1): 19-29.

Caballero, R. (2003). Metaphor and genre: The peesand role of metaphor in the building review.
Applied Linguistics24(2): 145-167.

Caballero, R. (2006RRe-viewing Space. Figurative Language in Architédsessment of Built Space
Berlin: Mouton de Gruyter.

Caballero, R. (2007). Manner-of-motion verbs in avidescription.Journal of Pragmatics39(12):
2095-2114.

Caballero, R. (2012). The role of metaphor in temaports and forum3ext & Talk 32(6): 703-726.

Caballero, R. & Ibarretxe-Antufiano, |. (20Xérthcoming. And Yet They DON'T Move: A Genre
Approach to Metaphorical MotiorBerlin: Mouton de Gruyter.

Caballero, R. & Suarez-Toste, E. (2010). A genrpragch to imagery in winespeak: Issues and
prospects. In Low, G., Todd, Z., Deignan, A. & Caame L. (eds.)Researching and Applying
Metaphor in the Real Worl(265-288). Amsterdam: John Benjamins.

Cameron, L. (2003Metaphor in Educational Discourseondon: Continuum.

Cameron, L. & Deignan, A. (2006). The emergencenetaphor in discoursépplied Linguistics
27(4): 671-690.

Casasanto, D. & Boroditsky, L. (2008). Time in Mind: Using space to think about timgognition
106 579-593.

Casasanto, D. & Dijkstra, K. (2010). Motor actiordaemotional memoryognition 115 179-185.

Charteris-Black, J. (2004)Corpus Approaches to Critical Metaphor AnalysBasingstoke, UK:
Palgrave-Macmillan.

Cienki, A. & Muller, C. (2008)Metaphor and Gesturdmsterdam: John Benjamins.



WAYS OF PERCEIVING, MOVING, AND THINKING | 286

Classen, C. (1993)Worlds of Sense: Exploring the Senses in Histo Across CulturesLondon:
Longman.

Classen, C. (1997). Foundations for an anthropolofyhe sensesinternational Social Science
Journal 49(3): 401-412.

Classen, C., Howes, D. & Synnott, A. (1994roma: The Cultural History of SmelLondon:
Routledge.

Danesi, M. (1990). Thinking is seeing: Visual métas and the nature of abstract thou@amiotica
80(3/4): 221-37.

De Haan, F. (2005). Encoding speaker perspectividehtials. In Frajzyngier, Z. & Rood, D.S. (eds.),
Linguistic Diversity and Language Theorigy9-97). Amsterdam: John Benjamins.

Deignan, A. (2005)Metaphor and Corpus LinguisticAmsterdam: John Benjamins.

Devereux, G. (1991). Ethnopsychological aspecth@fterms ‘deaf’ and ‘dumb’. In Howes, D. (ed.),
The Varieties of Sensory Experience: A Sourcebodkd Anthropology of the Sengé8-46).
Toronto: University of Toronto Press.

Engen, T. (1991)0dor Sensation and Memor@reenwood Publishing Group.

Evans, N & Wilkins, D. (2000). In the mind’s earhd semantic extensions of perception verbs in
Australian languagesanguage 76(3): 546-92.

Evans, V. (2007)A Glossary of Cognitive LinguisticEdinburgh: Edinburgh University Press.

Gadner, H. (1983). Frames of mind: The theory oftipie intelligences. New York: Basic Books.

Gebhart-Sayer, A. (1985). The geometric designth@fShipibo-Conibo in ritual contexiournal of
Latin American Lorel1(2): 143-75.

Geeraerts, D. & Grondelaers, S. (1995). Culturditrons and metaphorical patterns. In Taylor, J.R.
& MacLaury, R.E. (eds.),anguage and the Construal of the Wo1&3-179). Berlin: Mouton de
Gruyter.

Gibbs, R.W. (1994)The Poetics of the Min€Cambridge, UK: Cambridge University Press.

Gibbs, R.W. (2006)Embodiment and Cognitive Sciendc@ambridge, UK: Cambridge University
Press.

Gibbs, R.W., Bogdonovich, J., Sykes, J. & Barr, (0997). Metaphor in idiom comprehension.
Journal of Memory and Languager: 141-54.

Gibbs, R.W. & Matlock, T. (2008). Metaphor, imadiioa, and simulation: Psycholinguistic evidence.
In Gibbs, R.W. (ed.The Cambridge Handbook of Metaphor and Tho(#§61-176). Cambridge,
UK: Cambridge University Press.

Goatly, A. (1997)The language of Metaphorsondon: Routledge.

Goldstein, B. (2009)Sensation and PerceptioBelmont, CA, USA: Wadsworth Publishing.

Gonzalez-Gonzalez, G.C. (201@g vertiente fatalista del significado del verbado un caso de
subjetivizacion Paper presentation, 7th International Conferesfcthe Spanish Association of

Cognitive Linguistics, Universidad de Castilla-Laahtha, Toledo, September-October 2010.



WAYS OF PERCEIVING, MOVING, AND THINKING | 287

Howard Hughes Medical Institute (199%eeing, Hearing, and Smelling the World: New Figdin
Help Scientist Make Sense of Our Senssyland, USA: Howard Hugues Medical Institute.

Howes, D. (1991). Introduction: ‘To summon all teenses’. In Howes, D. (edJhe Varieties of
Sensory Experience: A Sourcebook in the Anthrogobdghe Sensg8-21). Toronto: University
of Toronto Press.

Howes, D. (2003)Sensual Relations: Engaging the Senses in CultugeSocial TheoryAnn Arbor,
MI, USA: The University of Michigan Press.

Howes, D. (ed.) (2004Empire of the Senses: The Sensual Culture Re&dord: Berg.

Ibarretxe-Antufiano, 1. (1999aolysemy and Metaphor in Perception Verbs: A Ctioggdistic Study
Unpublished PhD thesis, Edinburgh, UK: Universityedinburgh.

Ibarretxe-Antufiano, |. (1999b). Metaphorical maggirin the sense of smell. In Gibbs, R.W., Jr. &
Steen, G.J. (edsMetaphor in Cognitive Linguistio®9-45). Amsterdam: John Benjamins.

Ibarretxe-Antuiiano, 1. (2002). MIND-AS-BODY as a oss-linguistic conceptual metaphor.
Miscelanea. A Journal of English and American stgdi5: 93-119.

Ibarretxe-Antufiano, I. (2006). Cross-linguistic ys@my in tactile verbs. In Luchenbroers, J. (ed.),
Cognitive Linguistics Investigations across LangemgFields, and Philosophical Boundaries
(235-253). Amsterdam: John Benjamins.

Ibarretxe-Antufiano, |. (2008). Vision metaphors fbe intellect: Are they really cross-linguistic?
Atlantis 30(1): 15-33.

Ibarretxe-Antuiiano, 1. (2013). The relationship wm#n conceptual metaphor and culture.
Intercultural Pragmatics10(2): 315-339.

Johnson, M. (1987)The Body in the Mind: The Bodily Basis of MeaniRgason and Imagination
Chicago: Chicago University Press.

Johnson, M. (1997). Embodied mind and cognitiverse. In Levin, D.M. (ed.).anguage Beyond
Postmodernism: Saying and Thinking in Gendlin'slédtphy(148-175). Chicago: Northwestern
University Press.

Kimmel, M. (2010). Why we mix metaphors (and mixemh well): Discourse coherence, conceptual
metaphor, and beyondournal of PragmaticsA2: 97-115.

Kovecses, Z. (2002Metaphor: A Practical IntroductionOxford: Oxford University Press.

Kovecses, Z. (2005Metaphor in Culture Universality and Variation Cambridge, UK: Cambridge
University Press.

Kovecses, Z. (2008). Conceptual metaphor theomeSeriticisms and alternative proposasnual
Review of Cognitive Linguistic6: 168-184.

Lakoff, G. (1987).Women, Fire, and Dangerous Things. What CategdRegeal about the Mind.
Chicago: Chicago University Press.

Lakoff, G. (2004) Don't Think of an Elephant: Know Your Values anaife the DebatéVhite River
Junction, VT, USA: Chelsea Green Publishing.



WAYS OF PERCEIVING, MOVING, AND THINKING | 288

Lakoff, G. & Johnson, M. (1980Metaphors We Live ByChicago: Chicago University Press.

Lakoff, G. & Johnson, M. (1999Fhilosophy in the Flesh: The Embodied Mind ancCitallenge to
Western ThoughiNew York: Basic Books.

Lakoff, G. & Turner, M. (1989)More than Cool Reason: A Field Guide to Poetic Ndéta. Chicago:
Chicago University Press.

Langacker, R.W. (1986). Abstract motidProceedings of the Twelfth Annual Meeting of th&k&ey
Linguistics Societyl2 455-471.

Lawless, H.T. & Engen, T. (1977). Association tamisd Interference memories, and verbal labelling.
Journal of Experimental Psychology: Human Learramgl Memory3(1): 52-59.

MacArthur, F. (2005). The competent horseman i@sdiess world: Observations on a conventional
metaphor in Spanish and Englighetaphor and Symba20(1): 71-94.

Majid, A. & Levinson, S.C. (2011). The senses inglaage and culturdhe Senses and Socied{l):
5-18.

Maldonado, R. (1999A media voz. Problemas conceptuales del cliticd/lexico: UNAM.

Matlock, T. (2004). The conceptual motivation aftifre motion. In Radden, G. & Panther, K.-U.
(eds.)Studies in Linguistic Motivatio(221-248). Berlin: Mouton de Gruyter.

Matsumoto, Y. (1996). Subjective motion and Enghsid Japanese verli3ognitive Linguistics7(2):
183-226.

Mayer, J. (1982). Body, psyche and society: Conegasgtof illness in Ommura, Eastern Highlands,
Papua New Guine&ceania 52: 240-59.

Ong, W.J. (1991). The shifting sensorium. In How2s(ed.),The Varieties of Sensory Experience. A
Sourcebook in the Anthropology of the Serf88s30). Toronto: University of Toronto Press.

Ortony, A. (ed.) (1993 [1979]Metaphor and ThoughCambridge: Cambridge University Press.

Palmer, G.B. (2003). Introduction. Special issd@lking about thinking across languag&sagnitive
Linguistics 14(2/3): 97-108.

Palmer, G.B. & Sharifian, F. (2007). Applied culillinguistics: An emerging paradigm. In Sharifian,
F. & Palmer, G.B. (eds.Applied Cultural Linguistic§1-14). Amsterdam: John Benjamins.

Pandya, V. (1993)Above the Forest: A Study of Andamanese EthnoangmdCosmology and the
Power of RitualBombay: Oxford University Press.

Perrot, J. (1996)Un Médiatif Ouralien: L' auditif en Samoyede NendtsGuentchéva, Z. (ed.),
Enonciation Médiatisé€157-168). Louvain-Paris: Peeters.

Pragglejaz Group (2007). MIP: a method for ideimify metaphorically used words in discourse.
Metaphor and Symbg2(1): 1-39.

Reichel-Dolmatoff, G. (1981). Brain and mind in Bea Shamanismlournal of Latin American
Lore, 7(1): 73-98.

Ricoeur, P. (1978). The metaphorical processes ogmition, imagination and feelingCritical
Enquiry, 5(1): 143-159.



WAYS OF PERCEIVING, MOVING, AND THINKING | 289

Rohrer, T. (2001). Pragmatism, ideology and embedimWilliam James and the philosophical
foundations of cognitive linguistics. In Dirven, ,Rdawkins, B. & Sandikcioglu, E. (eds.),
Language and Ideology, Vol I: Theoretical Cognitixpproaches(49-81). Amsterdam: John
Benjamins.

Rouby, C., Schaal, B., Dubois, D., Gervais, R. &8lléig A. (2002).Olfaction, Taste, and Cognition
Cambridge, UK: Cambridge University Press.

Santiago, J., Lupiafez, J., Pérez, E. & Funes, .M2007). Time (also) flies from left to right.
Psychonomic Bulletin & Review4: 512-516.

Seeger, A. (1975). The meaning of body ornameng&uya exampleEthnology 14(3): 211-24.

Semino, E. (2005). The metaphorical constructionarfiplex domains: The case of speech activity in
English.Metaphor and Symba20: 35-70.

Sharifian, F., Dirven, R., Yu, N. & Niemeier, S.d&) (2008).Culture, Body, and Language.
Conceptualizations of Internal Body Organs acrosdti@es and Language®erlin: Mouton de
Gruyter.

Silverstein, M. (2004). ‘Cultural’ concepts and tlaguage culture nexu€urrent Anthropology
45(5): 621-652.

Sinha, C. & Jensen de Lopez, K. (2000). Culture ttveadembodiment of spatial cognitid@ognitive
Linguistics 11: 17-41.

Steen, G.J. (2007frinding metaphor in grammar and usagensterdam: John Benjamins.

Steen, G.J. (2008). The paradox of metaphor: Whyeet a three-dimensional model of metaphor.
Metaphor and Symba23(4): 213-241.

Steen, G.J., Dorst, A.G., Berenike Herrmann, JalKA.A., Krennmayr, T. & Pasma, T. (201@&.
Method for Linguistic Metaphor Identification: FronMIP to MIPVU Amsterdam: John
Benjamins.

Stefanowitsch, A. & Gries, S.Th. (2008Yorpus-based Approaches to Metaphor and Metonymy
Berlin: Mouton de Gruyter.

Sweetser, E.E. (1990From Etymology to Pragmatics: Metaphorical and Quéil Aspects of
Semantic StructureCambridge, UK: Cambridge University Press.

Talmy, L. (1996). Fictive motion in language anéption’. In Bloom, P., Peterson, M., Nadel, L. &
Garrett, M. (eds.).anguage and Spad@11-276). Cambridge, MA, USA.: MIT Press.

Talmy, L. (2000).Toward a Cognitive SemantidSambridge, MA, USA: MIT Press.

Tyler, S. (1984). The vision quest in the West biatwthe mind's eye see¥ournal of Anthropological
Research40: 23-40.

Valenzuela, J. (2009). What empirical work can @l about primary metaphorQuaderns de
Filologia. Estudis linguisticsXIV: 235-249

Viberg, A. (1983). The verbs of perception: a typtal studyLinguistics 21: 123-162.



WAYS OF PERCEIVING, MOVING, AND THINKING | 290

Viberg, A. (1984). The verbs of perception: A typgical study. In Butterworth, B., Comrie, B. &
Dahl, O. (eds.)Explanations for Language Universdlk23-162). Berlin: Mouton de Gruyter.
Viberg, A. (2001). The verbs of perception. In Hasmath, M., Konig, E., Oesterreicher, W. & Raible,
W. (eds.),Language Typology and Language Universals: An tragonal Handbook(1294-

1309). Berlin: Mouton de Gruyter.

Viberg, A. (2008). Swedish verbs of perception frantypological and contrastive perspective. In
Gomez Gonzéalez, M.A., Mackenzie, J.L. & Gonzaleivafez, E.M. (eds.)Languages and
Cultures in Contrast and Comparis¢h23-172). Amsterdam: John Benjamins.

Willett, T.L. (1988). A cross-linguistic survey dhe grammaticization of evidentialitBtudies in
Languagel2 51-97.

Wilson, D. & Carston, R. (2006). Metaphor, relevarand the ‘emergence property’ isshtnd and
Language21(3): 404-433.

Wilson, M. (2002). Six views of embodied cognitid?sychological Bulletin and Revie®(4): 625-
36.

Yu, N. (2009).From Body to Meaning in Culturédmsterdam: John Benjamins.

Zinken, J., Hellsten, I. & Nerlich, B. (2008). D@ase metaphors. In Frank, R. Dirven, R., Ziemke, T
& Bernardez, E. (eds.Body, Language, and Mind: Vol. 2. Sociocultural&iednes$363—386).

Amsterdam: John Benjamins.



