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Abstract: Two recent studies (Biber, Douglas, Larsson Tove & Gregory R. Hancock.
2024a. The linguistic organization of grammatical text complexity: Comparing the
empirical adequacy of theory-basedmodels.Corpus Linguistics and Linguistic Theory
20(2). 347–373; Biber, Douglas, Larsson Tove & Gregory R. Hancock. 2024b. Di-
mensions of text complexity in the spoken and written modes: A comparison of
theory-based models. Journal of English Linguistics 52(1). 65–94) evaluate how well
theory-based models account for the distributions of complexity features across
spoken andwritten texts. Those studies provide strong evidence for two groupings of
complexity features: phrases functioning syntactically as noun modifiers, and finite
dependent clauses functioning as clause-level constituents. At the same time, those
studies fail to identify systematic patterns of covariation for the other complexity
features (e.g., phrases functioning as clause-level constituents). The present study
picks up where those previous studies left off, exploring the possibility that
complexity features pattern together in systematic ways at the register level, even
though they have less strong patterns of covariation across individual texts. The
results show that: 1) all 25 features can be grouped into one of two groupings,
referred to as the “oral” and “literate” complexity dimensions, and 2) those two
dimensions have a strong complementary relation to one another. These general
patterns are described and interpreted relative to the particular features grouped
into each dimension, the register distributions associated with each dimension, and
the extent to which these register-level patterns are found at the text level.
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1 Introduction

Over the last decade, there has been an explosion of studies that investigate the
grammatical complexity of texts. These studies are especially prevalent in applied
linguistics journals, where they usually focus on the complexity of texts written by
language learners (see, e.g., Bulté and Housen 2018; Casal and Lee 2019; Kushik and
Huhta 2020; Lu 2017; see also the survey of 20+ recent publications in Biber et al. 2025a,
2025b, pp. 147–148). In addition, several recent studies analyze the complexities of texts
from different spoken and written registers (see, e.g., the chapters in Biber et al. 2022).

Onemajor theme that runs acrossmany of these studies is the question of the best
way to analyze or measure grammatical complexity in texts, relating to underlying
questions concerning thenature of the construct itself. There iswidespread agreement
that grammatical complexity, referring to structural characteristics of grammatical
constructions, needs to be distinguished from cognitive difficulty (see the discussion in
Bulte et al. 2025). There is also general agreement on the strictly linguistic definition of
grammatical complexity as the addition of optional structural elements to a “simple”
phrase or a “simple” clause (where “simple” phrases/clauses are defined as structures
that include only obligatory elements plus accompanying function words). Tradi-
tionally, grammarians have focused on dependent clauses as the most important
manifestation of phrase/clause complexity (see, e.g., Huddleston 1984: 378; Willis 2003:
192; Purpura 2004: 91; Carter and McCarthy 2006: 489).

However, beyond that general agreement, there has been considerable debate
over the particular measures and variables to use for the study of grammatical
complexity in actual language use (sometimes referred to as “text complexity”; see
Szmrecsanyi 2015: 347–349). Two major approaches have been especially prevalent:
the “omnibus” approach, which relies on omnibus measures that are intended to
capture the entire construct of complexity, versus the “Register-Functional” (RF)
approach, which distinguishes among specific grammatical complexity features that
have different structural characteristics, serving different syntactic functions, with
different patterns of register variation. Previous publications (e.g., Biber et al. 2020;
Biber et al. 2025b) have argued against the omnibus approach on the grounds that it
confounds and/or disregards grammatical distinctions. Specifically, the omnibus
approach collapses consideration of multiple grammatical structures, and it
completely disregards consideration of syntactic function. In contrast, distinguishing
among the range of grammatical structures and their different syntactic functions
are foundational to analyses carried out in the RF approach.
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These different methodological frameworks reflect different underlying con-
ceptualizations of the construct of grammatical complexity in language use. Our goal
here is not to rehash the strengths and weaknesses of each of these approaches.
Rather, we are assuming the validity of the research findings from two recent studies
carried out by Biber, Larsson, andHancock. In particular, we assume the importance
of two major groupings of complexity features identified in those studies: phrases
functioning syntactically as noun modifiers, and finite dependent clauses func-
tioning syntactically as clause-level constituents. The present study picks up where
those previous studies left off, addressing the major unresolved question from that
body of research: are there systematic patterns of covariation among the other
complexity features in English? That is, by employing alternative methods, are we
able to account for the language-use patterning of the entire system of complexity
features? The background to this question is explained in more detail in Sections 1.1
and 1.2 below.

1.1 Summary of the Biber, Larsson, and Hancock studies

Two recent studies carried out by Biber et al. (2024a, 2024b – referred to as the BLH
studies here) statistically compare the adequacy of theory-basedmodels based on the
predictions made by the omnibus versus RF methodological approaches. These
studies are based on the assumption that linguistic features that function as part of
the same underlying construct will co-occur regularly in texts and covary in sys-
tematic ways across texts.

In practice, the omnibus approach predicts that all complexity features should
co-occur in texts as a unified group (because analyses in this approach do not
distinguish systematically among specific grammatical structures or syntactic
functions). In contrast, the RF approach – which distinguishes among specific
structural types and syntactic functions – predicts that groupings of features that
share structural/syntactic characteristics should co-occur regularly in texts.

To test those competing hypotheses, the BLH studies computed the rates of
occurrence for each complexity feature in each text and then employed a confir-
matory approach from the structural equation modeling framework (based on
Pearson correlations and the Standardized Root Mean Squared Residual measure) to
capture the extent to which each hypothesized model (i.e., the hypothesized
groupings of complexity features) is represented by features that actually co-occur
regularly in texts; that is, to what extent the hypothesized models fit the data.

Themodel associatedwith the RF approach adopts the inventory of grammatical
complexity features cataloged in descriptive grammars of English. That is, from a
formal perspective, grammatical complexity in English is itself a highly complex
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system, including many different types of grammatical structures serving many
different syntactic functions. Those grammatical structures include different types of
phrases (e.g., noun phrases, adjective phrases, adverb phrases), different types of
finite dependent clauses (e.g., that-clauses,WH-clauses, finite adverbial clauses), and
different types of nonfinite dependent clauses (e.g., to-clauses, ing-clauses). In
addition, grammatical structures serve different syntactic functions, such as modi-
fying a head noun,modifying an adjective, complementing a verb, or as a clause-level
adverbial.

Importantly, the same type of grammatical structure can be used to serve
different syntactic functions. For example, a finite dependent WH-clause can func-
tion as a noun modifier (1), a clause-level adverbial (2), or a verb complement (3):
(1) That’s a conclusionwhich has no supporting evidence. [relative clause: noun

modifier]
(2) We take them into account when we draw conclusions. [clause-level

adverbial]
(3) I don’t know how they do it. [verb complement]

And conversely, a single syntactic function can be realized as different grammatical
structures. For example, the syntactic function of modifying a noun phrase can be
realized by a phrase (4), a nonfinite dependent clause (5), or a finite dependent
clause (6):
(4) The scores for male and female students were combined. [prepositional

phrase]
(5) This is a phrase used in the recruitment industry. [nonfinite clause]
(6) … the experimental error that could result from using cloze tests. [finite

clause]

The full set of structures and syntactic functions are explained and illustrated in any
descriptive grammar (e.g., Biber et al. 1999/2021; Huddleston and Pullum 2002; Quirk
et al. 1985).

Table 1 provides a schematic representation of the major complexity features in
the grammatical system of English. The columns in Table 1 represent three major
structural types of complexity features, while the rows represent three major syn-
tactic functions that complexity features can serve. Each cell in the table shows the
specific features that have those characteristics (Appendix providesmore details and
examples of these complexity features).

The BLH studies provide strong empirical evidence showing that it is essential to
distinguish among the structural types of complexity features (e.g., finite dependent
clauses, nonfinite dependent clauses, dependent phrases) as well as their syntactic
functions (e.g., noun modifiers, other phrase-level constituents, clause-level
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constituents). Grouping complexity features according to their syntactic functions,
especially when combined with structural types, provides the best fit to the observed
patterns of covariation.

Two specific subgroups of complexity features receive especially strong
empirical support from those analyses: Cell 1C and Cell 3A.
– Cell 1C: dependent phrases functioning syntactically as noun modifiers

(highlighted in yellow in Table 1)
– attributive adjectives, premodifying nouns, of-genitive phrases, other prep-

ositional phrases postmodifying a noun

Table : Phrasal/clausal complexity features in the grammatical system of English, organized according
to major structural type and syntactic function.

Syntactic function Structural type

(A) Finite dependent
clauses

(B) Nonfinite depen-
dent clauses

(C) Dependent phrases

. Noun phrase
modifiers

A
Finite relative clauses
[FiniteRel]
Noun + that
complement clauses
[Noun + THAT]

B
Passive (-ed) nonfinite
relative clauses [EDRel]
-ing nonfinite relative
clauses [INGRel]
To relative clauses
[TORel]
Noun + to complement
clauses [Noun + TO]

C
Attributive adjectives
[Adj + N]
Premodifying nouns
[N+ N]
Of genitive phrases
[N+ OF]
Other postnominal prepo-
sitional phrases [N+ Prep]

. Other phrase com-
plements/modifiers

A
Adjective + that
complement clauses
[Adj + THAT]
Preposition + WH
complement clauses
[Prep + WH]

B
Adjective + to comple-
ment clauses [Adj + TO]
Preposition + -ing com-
plement clauses
[Prep + ING]

C
Adjective + prepositional
phrase [Adj + Prep]
Adverbs as adjective/
adverb modifier [AdvMod]

. Clause constituents A
Finite adverbial clau-
ses [FiniteAdvlCls]
Verb + that comple-
ment clauses
[Verb + THAT]
Verb + WH comple-
ment clauses
[Verb + WH]

B
Verb + to complement
clauses [Verb + TO]
Verb + -ing complement
clauses [Verb + ING]
To adverbial clauses
[TOAdvl]
-ing adverbial clauses
[INGAdvl]

C
Clause-level adverbs
[AdvAdvl]
Clause-level prepositional
phrases [PrepAdvl]
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– Cell 3A: finite dependent clauses functioning syntactically as clause-level con-
stituents (highlighted in blue in Table 1)
– finite adverbial clauses, verb + that complement clauses, verb + wh com-

plement clauses

These two groups can be regarded as stereotypical phrasal complexity versus
stereotypical clausal complexity: the 1C group of features is both structurally and
syntactically phrasal, while the 3A group is both structurally and syntactically
clausal. Previous research (e.g., Biber et al. 2024b and the chapters in Biber et al. 2022)
has shown that these two complexity groupings are related in terms of their
discourse functions and register distributions. Finite dependent clauses as clause-
level constituents (Group 3A) are especially frequent in spoken registers, functioning
to express personal stance meanings or to situate discourse relative to situated
(adverbial) meanings. In contrast, dependent phrases as noun modifiers (Group 1C)
are especially frequent in informational written registers, functioning to compress
maximal amounts of information into relatively few words.

In addition, the BLH studies provided strong evidence that these two subgroups
have a systematic relation with one another, usually occurring in complementary
distribution. That is, when a text frequently employs finite dependent clauses
functioning as clause-level constituents, that same text will usually disfavor the use
of phrases functioning as noun modifiers – and vice versa. Thus, the two groups can
be interpreted as two complementary dimensions that together constitute a higher-
order parameter of variation, opposing stereotypical-phrasal complexity features
(i.e., phrases functioning syntactically as noun modifiers) versus stereotypical-
clausal complexity features (i.e., finite dependent clauses functioning as clause-level
constituents). That is, at some level, these are two fundamentally different types of
grammatical complexity that compete with one another, so that speakers/writers
tend to employ one set of features or the other.

1.2 Unresolved questions from the BLH studies

Beyond the strong systematic patterns of variation summarized in the last subsec-
tion, the BLH studies also showed that there is much that we still do not understand
about the functional organization of complexity features. The major unresolved
mystery concerns the remaining seven cells in Table 1: for themost part, the features
within each of those cells do not tend to have strong patterns of covariation across
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texts.1 That is, the BLH analyses provide little evidence that these other complexity
features work together in texts as groupings that are organized either by their
structures or by their syntactic functions. Thus, we are left with the possibility that
the complexity system of English is organized functionally (i.e., in actual language
use) as one very strong higher-order parameter of variation opposing stereotypical-
phrasal complexity versus stereotypical-clausal complexity, coupled with a large
number of other complexity features that “have their own peculiar distributions,
apparently motivated by specialized discourse functions” (Biber et al. 2024a: 371).

While this is one possible explanation of thefindings in the BLHpapers, it is not a
very satisfying one. It would suggest that grammatical complexity – apart from the 1C
versus 3A bipolar opposition – is not really a construct from the perspective of
language use. That is, apart from the strong stereotypical phrasal-clausal opposition,
this explanation would simply posit a collection of 17 other structural-syntactic
features that do not pattern together systematically in texts and therefore do not
reflect any kind of underlying discourse construct.

There are, however, other possible explanations for the BLH findings. One
alternative explanation is that there could be functional groupings of complexity
features that do not correspond to either the structural distinctions or the syntactic
distinctions shown in Table 1. That is, the BLH analyses tested only the hypothesis
that the features within each cell should positively correlate with one another. But it
might be the case that features across cells will have positive correlations, indicating
that they co-occur in texts because they share discourse functions regardless of their
structural/syntactic characteristics.

We explore this possibility in Section 3.1 below. It turns out, though, that this
possibility proved to be largely unproductive. That is, the results presented in Section
3.1 below show thatmost of the complexity features in Table 1 – apart from the 1C and
3A features – simply do not strongly correlate with other complexity features across
texts. That finding led us to consider the possibility that complexity features have a
higher-level functional organization: that they are organized into groups of features
that are associated with registers, even though those features do not systematically
co-occur in texts. That is, the system of complexity features might be organized as
groups based on their similar patterns of variation across registers, even in the case
when those features do not systematically co-occur within the same texts.

The corpus-based analyses of complexity features in theGrammar of Spoken and
Written English (GSWE; Biber et al. 2021) provide some support for this possibility.
The quantitative analyses in the GSWE simply report overall rates of occurrence for

1 The two features in Cell 1A – finite relative clauses and finite that noun complement clauses – are
exceptional, in that the analyses in BLH 2024 (Table 5) show that those two features do tend to co-
occur to some extent in texts.
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each register, rather than a true mean score based on analysis of all texts within a
register. However, comparing the rates for multiple features across registers
indicates that sets of features pattern in similar ways across registers. That is, we do
not know from these analyses whether features actually co-occur in the same texts,
but we can identify sets of features that follow similar patterns of variation across
registers.

For example, Figures 1–3 summarize corpus-based findings relating to the
register distribution of five complexity features (based on GSWE, Figure 8.7, 8.13,
and 8.23). These results are presented in three separate figures, because the
absolute frequencies of the features are strikingly different: attributive adjectives
and prepositional phrases as noun phrase modifiers are extremely common
(Figure 1); ed clauses and ing clauses as noun phrase modifiers are moderately
common (Figure 2); and that noun complement clauses are relatively rare
(Figure 3). However, comparing the trends across the three figures shows that all of
these features vary in a similar way across registers: most common in academic
writing, intermediate frequencies in newspaper writing and fiction, and least
common in conversation.

Figure 1: Variation across registers for 1C features: attributive adjectives and prepositional phrases as
noun modifiers (per 100,000 words) [based on GSWE].
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Figure 2: Variation across registers for 1B features: nonfinite ing-clauses and ed-clauses as noun
modifiers (per 100,000 words) [based on GSWE].

Figure 3: Variation across registers for a 1A feature: finite that-clauses as noun complements (per
100,000 words) [based on GSWE].
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These five complexity features are from three different cells in Table 1. All five
features function syntactically as noun phrasemodifiers (or noun complements), but
they differ in their structural types: attributive adjectives and prepositional phrases
(Figure 1) are phrasal modifiers (cell 1C); ed clauses and ing clauses (Figure 2) are
nonfinite dependent clauses (cell 1B); and that noun complement clauses (Figure 3)
are a type of finite dependent clause (cell 1A). As noted above, the five features also
differ in their overall rates of occurrence: the phrasal features are extremely com-
mon (Figure 1; thousands of occurrences in 100,000 words of text); the nonfinite
clause features are moderately common (Figure 2; hundreds of occurrences in
100,000 words of text); while that noun complement clauses (Figure 3) are relatively
rare. But despite those differences, all five of these features follow a similar pattern
across registers: comparatively rare in spoken conversation, and comparatively
frequent in newspaper writing and academic prose, with the rates of occurrence for
fiction usually being intermediate between those two extremes. Research findings
like these suggest the possibility that some complexity features are related func-
tionally at the register level, even if they do not regularly co-occur at the text level.

This is the major possibility that we explore in the present paper. Our overall
goal is to investigate whether a register-level perspective can help to explain the two
major contrasting findings documented in the BLH studies:
– the very strong text-level correlations among all stereotypically phrasal

complexity features (Cell 1C), and among all stereotypically clausal complexity
features (Cell 3A) – coupled with the very strong inverse text-level correlations
between the 1C and the 3A sets of features.
as well as

– the weak text-level correlations among the complexity features within each of
the other seven cells of Table 1.

Specifically, we address the major unresolved question from the BLH studies: are
there systematic patterns of covariation among the other complexity features in
English? That is, by employing alternative methods, are we able to account for the
language-use patterning of the entire system of complexity features?

To achieve this goal, we begin by analyzing text-level correlations among all 25 of
the complexity features listed in Table 1, exploring the possibility that complexity
features co-occur in texts in groupings that are not represented by either their
structural types or syntactic functions. Then, we extend that analysis to consider
register-level correlations among the 25 complexity features, exploring the possi-
bility that complexity features covary across registers even if they do not regularly
co-occur within texts (similar to the patterns of variation from the GSWE illustrated
above).
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2 Corpus and methods

The corpora and linguistic features analyzed for the study are identical to those
analyzed in the BLH studies, based on quantitative-linguistic analyses of the 25
phrasal/clausal complexity features listed in Table 1 in a multiregister corpus. Our
goal in the design of the corpus, summarized in Table 2, was to cover awide range of
register variation within each mode, while at the same time generally matching
spoken and written registers for their communicative purposes, level of assumed
expertise, and interactivity, to avoid confounding the influence of mode with other
situational factors. All quantitative-linguistic analyses are based on the normed
rates of occurrence (per 1,000 words) for each feature in each text. Additional
details of the corpus and quantitative-linguistic analyses are given in BLH (2024a:
14–15).

The goal of the analyses here is to further explore the functional organization
of complexity features. We continue to begin with the assumption that linguistic
features that function in similar ways will co-occur in language use. The BLH
studies analyzed the extent to which those co-occurrence patterns exist within and
across texts. We retain this approach for our first analytical step in the present
paper (Section 3.1 below). Then, in the second analytical step, we extend this
assumption to the register level, exploring the extent to which co-occurrence
patterns exist within and across registers (see Section 3.2 below). For all analyses,
patterns of co-occurrence are captured through simple Pearson correlations, based
on the assumption that complexity features that co-occur and “function together”
should have relatively large positive correlations with one another.

Table : Breakdown of the corpus across texts and registers.

# of texts # of words

Spoken registers
Conversation  ,
Classroom teaching  ,,
Formal university lectures  ,
Written registers
Opinion blogs  ,
Fiction  ,,
Newspaper articles  ,
University textbooks  ,
Academic research articles  ,,
Total , c. ,,
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As described above, the present study is motivated by the fact that the BLH
studies failed to find strong patterns of covariation for the complexity features in
seven of the nine cells of Table 1 (Cells 1A, 2A, 1B, 2B, 3B, 2C, 3C). This factmight simply
mean that complexity is a structural/syntactic construct, but not a well-defined
functional construct. It is also possible, though, that the broader inventory of
complexity features pattern together as a functional construct in ways that were not
captured by the BLH studies. We explore two of those alternative analytical
perspectives here.

The first analysis is based on the same correlation matrix that we used in BLH
(2024a). In that study, we began by computing Pearson correlations to measure the
extent to which two features co-occur in texts. However, the subsequent analyses in
the BLH study took a theory-driven approach, testing the adequacy of the theoretical
groupings shown in Table 1 (based on the requirement that each complexity feature
in a hypothesized grouping should have a correlation >+0.2 with all other features in
that same group). In contrast, the first analysis in the present study takes a step back,
considering this same correlation matrix from an exploratory perspective to look
for any meaningful correlations among complexity features (i.e., regardless of
their structural/syntactic characteristics). That is, we adopt a purely bottom-up
exploratory approach, asking simply if any complexity features (apart from the
correlations among the 1C and 3A features) co-occur in texts, regardless of their
structural type and regardless of their syntactic function.

In contrast, the second analytical step systematically explores the extent to
which complexity features can be grouped into functional sets based on their shared
patterns of covariation across registers. For that analysis, we begin by computing the
mean score of each complexity feature in each of the eight registers listed in Table 2.
Then, we compute a new correlation matrix (using Pearson correlations) for all 25
complexity features, again asking if any of the complexity features covary. This
approach differs from the first analysis in that we are here investigating the extent to
which sets of complexity features covary in the same way across registers, even if
those features do not regularly co-occur in the same texts. We recognize the need for
caution when interpreting the correlational results from this approach: correlations
based on themean scores of register categories are likely to be larger simply because
we are disregarding the variation across texts within registers. However, our hope
was that this analysis might uncover an organization to the complexity system that
would not be apparent otherwise.2

2 This approach represents a radical methodological departure from previous studies carried out in
the Text-Linguistic Approach to register variation; we discuss the theoretical implications of that
departure in Section 5 below.
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3 Results

3.1 Text-level correlations

Figure 4 presents a correlation matrix showing the extent to which each pair of
complexity features systematically covaries across texts. We present the results in
the form of a heat map, which uses the intensity of colors to represent themagnitude
of the correlation. Blue represents positive correlations, and red represents inverse
(or negative) correlations. Thus, cells with the darkest blue represent the strongest
positive correlations (like the correlation of +0.8 between N + OF and Adj +N), while
cells with the darkest red represent the strongest inverse correlations (like the
correlation of −0.7 between AdvAdvl and Adj + N). To aid in the interpretation of
results, we have organized the variables in Figure 4 in the same order as Table 1,
proceeding from 1A to 1B to 1C to 2A, etc.

The results shown in Figure 4 provide the details (i.e., the pairwise correlations)
for the statistical findings regarding Cells 1C and 3A in BLH (2024a). Thus, each of the
features in Cell 1C (Adj +N, N +N, N +OF, N + Prep) have strong positive correlations
with the all the other features in this cell (ranging from +0.54 to +0.80). Similarly,
each of the features in Cell 3A (FiniteAdvlCls, Verb + THAT, Verb +WH) have strong
or moderately strong positive correlations with all the other features in that cell
(ranging from +0.47 to +0.38). And finally, each of the features in Cell 1C have strong
or moderately strong inverse (negative) correlations with the each of the features in
Cell 3A (ranging from −0.65 to −0.35).

Beyond that pattern, there are relatively few pairwise comparisons in Figure 4
that show even moderately strong correlations between complexity features. In
addition, it is noteworthy that those other correlations do not indicate the existence
of additional groupings beyond 1C and 3A. Rather, to the extent that there are other
moderately strong correlations, they occur between an additional feature and either
the 1C grouping or the 3A grouping (i.e., rather than forming the nucleus for a third
major grouping). Three features are especially noteworthy in this regard: EDRel,
Prep + ING, and AdvAdvl. EDRel and Prep + ING both have strong or moderately
strong positive correlations with all the features in Cell 1C (ranging from +0.43 to
+0.55), but no strong correlations with any other complexity feature. These features
also have inverse correlations with all 3A features (ranging from −0.16 to −0.31).
AdvAdvl has strong or moderately strong positive correlations with all the features
in Cell 3A (ranging from +0.44 to +0.60), but no strong correlations with any other
complexity feature. And this feature has very strong negative correlations with all
the features in Cell 1C (ranging from −0.85 to −0.94). Thus, the noteworthy finding
here is that the 1C versus 3A opposition (documented in BLH 2024a) actually includes
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a few additional features that differ in either their structural or syntactic charac-
teristics. We return to this finding in our discussion below.

Finally, the third major finding to note from Figure 4 is the large number of
features that have no strong positive correlations with any other complexity feature.
Thus, the following features have no correlations that are greater than+0.25with any
other complexity feature: FiniteRel, Noun + THAT, TORel, INGRel, Noun + TO,
Adj + THAT, Prep + WH, Adj + TO, Adj + Prep, and Verb + ING.

In summary, three major patterns emerge3 from a detailed inspection of
Figure 4:
1. Confirmation of the two strong groupings of stereotypical phrasal complexity

features (Cell 1C) and stereotypical clausal complexity features (Cell 3A), as well as
the strong inverse relationship between those two cells.

2. Identification of three additional complexity features that have relatively strong
co-occurrence relationswith either the 1C features (EDRel and Prep+ ING) orwith
the 3A features (AdvlAdv).

3. The absence of any strong text-level co-occurrence relations for the largemajority
of the other complexity features.

Apart from the new finding that three additional features (EDRel, Prep + ING, and
AdvlAdv) pattern together with either the 1C grouping or the 3A grouping, the results
of this exploratory analysis leave us with the same general conclusions that we had
in the BLHpapers, that: a) grammatical complexity in English is organized in terms of
two strong groupings of complexity features: stereotypical phrasal features (1C) and
stereotypical clausal features (3A); b) those two groupings occur in complementary
distribution as a strong bi-polar dimension of variation (the 1C vs. 3A opposition); and
c) “other features are distributed in their own peculiar ways, associated with their
own idiosyncratic discourse functions” (Biber et al. 2024b: 92).

However, it turns out that this conclusion is premature. That is, the analyses to
this point are all based on the assumption that functionally related features will
co-occur regularly in the same texts. It might be the case, though, that features
systematically pattern together in registers, even though they do not necessarily
co-occur in the same texts. In the following section, we show that this is indeed the
case, representing much stronger patterns of covariation than we could have
anticipated based on the results presented in Figure 1. In fact, those patterns are so
strong that they led us to reconsider the text-level results, finding (in Section 4 below)

3 To control for any possible bias from the corpus design, we ran an additional correlational analysis
on a subcorpus thatwas balanced to contain the same number of texts for each register. Although the
specific correlation coefficients changed somewhat, the patterns described here were exactly
replicated in that analysis.

Oral versus literate complexity 15



that the text-level patterns are entirely consistent with the register-level patterns,
even though the strength of the correlations are much weaker.

3.2 Register-level correlations

Figure 5 has the same heatmap format as Figure 4, but it shows the extent to which
each pair of complexity features systematically co-varies across registers (rather
than across texts). The visual impact of Figure 5 is strikingly different from Figure 4:
most of the cells in Figure 5 are intense blue or intense red (representing large
positive or large negative correlations), in contrast to Figure 4, which had a pre-
dominance of white or lightly shaded cells (representing correlations closer to 0).
Thus, the overall pattern shown in Figure 4 is that themajority of complexity features
pattern together in highly systematic ways across registers, in contrast to their more
idiosyncratic distributions across texts.

Similar to Figure 4, the strongest correlations shown on Figure 5 are among the
1C features and among the 3A features. All 1C features have correlations >0.85 with
one another, while all 3A features have correlations >0.65 with one another. The
inverse correlations between 3A features and 1C features are also quite remarkable,
ranging from −0.64 to −0.91. Although our focus here is on the strength of these
correlations, most of them are also statistically significant. (The critical value at
p < 0.05 for a one-tailed test (i.e., hypothesizing a positive correlation) with N = 8 is
r = 0.549.) Thus, the existence and strength of a higher-order bipolar dimension
opposing stereotypical phrasal versus stereotypical clausal complexity features is
strongly confirmed in Figure 5.

There are many additional cells in Figure 5 that show strong correlations. But
surprisingly, similar to Figure 4, these other correlations do not indicate the exis-
tence of additional groupings beyond 1C and 3A. Rather, almost all of these other
correlations occur between an additional feature and either the 1C grouping or the
3A grouping.

To better interpret the composition of these groupings, Figure 6 presents a
heatmap based on the same bivariate correlations as in Figure 5, but reorganized to
group together the features that have positive register-level correlations with 1C
features (the upper-left triangle in the figure, shown in blue) versus the features that
have positive register-level correlations with 3A features (the lower-right triangle in
thefigure, also shown in blue). The inverse correlations between these two groupings
of features are shown in red in the lower-left rectangle of the figure. Figure 6 shows
that eight additional features (EDRel, INGRel, Noun + TO, Prep + ING, Adj + Prep,
TOAdvl, INGAdvl, PrepAdvl) have strong correlations with all 1C features (as well
as generally strong correlations with one another), coupled with strong inverse
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correlations with all 3A features. An additional two features (FiniteRel and
Noun + THAT) show the same pattern, but with weaker correlations. Conversely,
Figure 6 further shows that eight additional features (Verb + TO, Verb + ING,
AdvAdvl, Adj + THAT, Prep+WH, Adj + TO, AdvMod, TORel) have strong correlations
with all 3A features (as well as generally strong correlations with one another),
coupled with strong inverse correlations with all 1C features.

In summary, the register-level correlational analysis shows that:
a. the system of complexity features – at the register level – is organized almost

entirely in terms of two major groupings of complexity features:
1) a large group of complexity features that correlate with the 1C features, and
2) a large group of complexity features that correlate with the 3A features.

b. and that those two groupings occur in complementary distribution with one
another.

These two groupings cannot be interpreted as either a simple structural distinction
between phrasal versus clausal features, or as a simple syntactic distinction between
noun-modifiers versus clause modifiers/complements. Rather, both groupings
include phrases aswell as dependent clauses; both groupings include nounmodifiers
as well as clause-level constituents. Thus, the functional interpretation of these
groupings is more complex than previously thought. We turn to that interpretation
in the following section.

4 Interpretation and follow-up analyses

The results presented in Figure 6 show that complexity features at the register level
are distributed as two major groupings of covarying features. We interpret these as
the “literate complexity dimension” and the “oral complexity dimension.” The fea-
tures that comprise the literate dimension have positive register-level correlations
with all 1C features, and in this sense, the 1C features can be regarded as the locus of
the dimension. Similarly, the 3A features can be regarded as the locus of the oral
dimension.

Structural type and syntactic function are very important considerations for the
interpretation of these dimensions, even though they are not sufficient in themselves
to completely account for the way in which the features covary. Table 3, which
summarizes several major characteristics of each feature, shows that most features
that are structural phrases belong to the literate dimension. The only exceptions are
the phrasal features that involve adverbs – AdvMod and AdvAdvl –which belong to
the oral dimension. In contrast, most finite dependent clause features belong to the
oral dimension. The only exceptions are FiniteRel and Noun + THAT, which belong to
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the literate dimension. Syntactic function is an equally important predictor of group
membership: almost all features that function syntactically as nounmodifiers belong
to the literate dimension (including nonfinite clauses as well as finite clauses); the
only exception is TORel. In contrast, most features that function as clause level
constituents (adverbials or complements) belong to the oral dimension. The excep-
tions in this case are TOAdvl, INGAdvl, and PrepAdvl, which belong to the literate
dimension.

Some of these features could be analyzed as servingmultiple syntactic functions,
which might help to explain their distributional patterns. For example, Adj + THAT
and Adj + TO were classified as phrasal complements in the BLH studies (see Table 1;
i.e., these are dependent clauses/phrases that complement an adjective head).
However, if we consider the syntactic function of the higher-level construction
(including the head adjective), these features could be regarded as clause-level
complements, because the entire construction functions as the predicative of a
copular verb.4 For example:

I’m sure that they had two different reservations.
You’re lucky to be alive.

If we reanalyze these features as having clause-level syntactic functions, their
co-occurrence with other clause-level constituents is consistent with the overall
linguistic interpretation of the oral dimension.

Altogether, the distributional patterning of most complexity features can be
accounted for by these structural and syntactic principles, with only four features
requiring additional explanation: TORels, Adj + TO, AdvAdvl, and AdvMod.
Consideration of other functional characteristics can help with this additional
explanation. Two of those characteristics, shown in Table 3, are the extent to which
a complexity feature is lexically constrained, and the extent to which a complexity
feature is associated with particular discourse functions (especially the expression

4 Similarly, features with a prepositional head (Prep + ING and Prep +WH) often function as clause-
level constituents, although these same features can also function as a noun modifier:

Prep + ING and Prep + WH as clause-level constituents:

Flash can be used for building interactive multimedia applications.
You’ll pay for what you do and say

Prep + ING and Prep + WH as noun modifier:

I am keen to see more opportunities for building stronger connections
Stevie Lis needs more recognition for what he’s done

Oral versus literate complexity 21



of stance) as opposed to more general informational functions. Overall Table 3
shows that these additional characteristics are strongly associated with the
distinction between the oral and literate dimensions of complexity features: most
features in the literate dimension are not lexically constrained, and they have
general informational functions; in contrast, most features in the oral dimension
are lexically constrained and serve stance discourse functions. At the same time,
though, these characteristics help to account for the patterning of the four
exceptional complexity features.

Some complexity features are lexically constrained, meaning that they occur
with only a restricted set of controlling words. For example, there are only a few
dozen nouns that can control a that noun complement clause (e.g., fact, belief, pos-
sibility, assumption, claim; see GSWE: 642–643), and a fewdozen other nouns that can
control a to noun complement clause (e.g., attempt, effort, ability, opportunity, plan;
see GSWE: 646). In addition, other features are lexically constrained in actual use,
even if they are less constrained in their potential. For example, there are over a
hundred verbs that can control a verb complement clause, but only a few of those
verbs are especially common (e.g., think, say, know, see, find, believe, feel, suggest,
show, guess; see GSWE: 656–659).

Nearly all of the complexity features in the oral dimension are lexically con-
strained, including the four exceptional features identified above: TORels, Adj+ TO,
AdvAdvl, and AdvMod. For example, while there is a large set of possible nouns that
can control a to relative clause, there is only a small set of nouns that frequently
occur with this function, including thing, person, time, place, stuff, and way (see
GSWE: 627–628). Similarly, there is a small set of adjectives that can control a to
complement clause, and of those, only a few occur frequently (e.g., (un)likely,
difficult, easy, glad, hard, ready, (un)willing; GSWE: 708–711). There is a much larger
number of adverbs that can occur as adverbials, but in actual use, a relatively small
set of those occur frequently. These include additive adverbs like just, only, also,
even; time adverbs like then, now, never, again, always, today; place adverbs like
here and there; and stance adverbs like probably, maybe, perhaps, really, and
actually (see GSWE, pp. 788–793, 860–863). And finally, there is a relatively small set
of degree adverbs that canmodify another adverb or adjective, and an even smaller
set of adverbs used frequently with this function (including amplifiers like very, so,
really, real, extremely, highly, and hedges like quite, pretty, relatively; see GSWE:
560–563).

Table 3 also indicates the primary discourse function of each complexity feature.
Muchmore work could be done on this consideration, but the major distinction here
is between features that serve stance functions and features that serve general
informational functions. Many of the complexity features in the oral dimension
serve stance functions, while only two features in the literate dimension have this
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primary function. This factor might be most important in accounting for the
grouping of AdvMod with the oral features. That is, based on syntactic function
(modifying adjective/adverb phrases) and structural type (a type of phrase), we
might predict that AdvMods would group with the literate complexity features. But
the combination of lexical restrictedness and stance functions seem to be major
factors influencing the patterning of this feature with other oral features.

Of course, to fully interpret the nature of these two dimensions, we need to
determinewhich registers they are associatedwith. That is, the correlation heatmaps
show that complexity features covary with one another, but they do not tell us
whether a feature is common or rare in a given register. For that goal, we need to
analyze the rates of occurrence of each feature in each register.

Figure 7 presents those register patterns in the form of a heatmap. Unlike the
correlational heatmaps presented in Figures 4–6, the cell values in Figure 7 are the
Cohen’s d scores for each feature in each register. Cohen’s d, which has been
employed to identify grammatical key features in a register (see Egbert and Biber
2023), shows the relative frequency of each linguistic feature in each register. Spe-
cifically, Cohen’s d is the difference between a register mean and the overall corpus
mean (of all registers taken together), measured in pooled standard deviation units.
The advantage of using Cohen’s d rather than absolute normalized frequencies is that

Figure 7: Heatmap of Cohen’s d values for the rate of occurrence of each complexity feature in each
register.
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feature rates can be directly compared for their importance across registers,
regardless of how common the feature is in absolute terms. For example, Figure 7
shows a d value of 1.25 for N +N in research articles. That value shows that the mean
of N + N in research articles (54.9 per 1,000 words) is 1.25 standard deviation units
above the overall corpus mean of 26.6. d values do not reflect the absolute frequency
of a feature; rather, they reflect the relative frequency of a feature in one register
compared to the overall mean frequency in the entire corpus. EDRel has a d value of
0.9 in research articles, similar to the value of 1.25 for N + N. The actual rate of
occurrence for EDRels in research articles is only 1.1 per 1,000 words – much less
frequent than the rate of 54.9 per 1,000words forN+N.However, EDRels have a large
d score in research articles because that rate of occurrence is almost 1 standard
deviation unit over the overall corpus mean of 0.4. Thus, both N + N and EDRels are
strongly associated with research articles, even though the absolute frequencies of
the two features are dramatically different.

Cohen’s d values can also be negative, meaning that the rate of occurrence for a
feature in a register is less than the overall corpus mean. So, for example, Figure 7
shows that N + N has a d value of -0.92 in conversation, meaning that the register
mean of 10.9 per 1,000 words is 0.92 standard deviation units below the overall
corpus mean of 26.6.

The features in the literate dimension are presented as the top 14 rows in
Figure 7, and the features in the oral dimension are presented as the bottom 11 rows
(following the same format as Figure 6). The overall patterns shown in the heatmap
confirm the general expectations from previous register research:
– the literate complexity features tend to occur more frequently in written

informational registers (especially research articles).
– the oral complexity features tend to occur more frequently in spoken registers

(especially conversation).
– and the two dimensions of complexity features tend to be distributed in a

complementary pattern, with the literate features being notably rare in spoken
registers like conversation, and the oral features being notably rare in registers
like written research articles.

Beyond those general patterns, there are several more specific trends that we can
observe from Figure 7. Most literate complexity features are strongly and consis-
tently associated with informational written registers. In addition, the literate fea-
tures tend to occur with comparatively high frequencies even in less informational
written registers like blogs. In contrast, the oral complexity features show more
variation in their associations with spoken registers. For example, several oral fea-
tures occur only slightly more frequently in conversation than the overall corpus
mean (e.g., Adj + THAT, Prep + WH, Adj + TO, TORels). And Verb + THAT is quite
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frequent in conversation but actually occurs less frequently than the corpusmean in
spoken classroom teaching and lectures.

There are also specific findings that deserve more careful consideration. For
example, fiction is a written register that patterns more similarly to spoken registers
like conversation and lectures than it does to informational written registers. And
features like FiniteRels and Noun + THAT have peculiar register patterns, different
from the typical pattern seen for other literate features. For example, FiniteRels are
especially frequent in newspaper writing and in spoken lectures, while they are
actually somewhat rare in written research articles. Similarly, Noun + THAT are
most frequent in spoken lectures, and moderately frequent in blogs and research
articles. Specific patterns like these are consistent with the weaker correlations
found for FiniteRels and Noun + THAT with other literate features (see Figure 6).

The discussion to this point has focused on the interpretation of the oral
complexity dimension and the literate complexity dimension, as two independent
parameters of linguistic variation. However, those dimensions should also be
interpreted as constituting a single higher-order parameter of variation, because
they occur in a strong complementary relationship to one another. That is, the two
dimensions, working together, represent a fundamental choice in the way in which
discourse is constructed. For example, Figure 7 shows that conversation employs the
set of oral complexity features with high frequencies while at the same time it
disprefers the use of all literate complexity features. And academic research articles
show the opposite pattern, employing most literate complexity features with high
frequencies while at the same time dispreferring the use of most oral complexity
features. Thus, a register tends to rely on the oral set of complexity features, or on the
literate set of complexity features, but not both. Some registers are more interme-
diate. For example, lectures generally rely on the oral set of complexity features, but
not as frequently as conversation; lectures also disprefer the literate set of
complexity features, but they use those features slightly more frequently than
conversation.

Thus, this higher-order oral-versus-literate parameter of variation can be
regarded as a continuum that represents a fundamental choice in discourse style.
Whatwe do not seem to find is a register thatmakes frequent use of both the oral and
literate sets of features. However, it does seem possible for a register to make
moderate use of both sets of complexity features. For example, Figure 7 shows that
fiction employs most oral complexity features and most literate complexity with
frequencies that are close to the overall corpus mean.

Themajor unresolved issue at this point is the question ofwhy these patterns are
observed so strongly at the register level (Figures 5 and 6), in contrast to our
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conclusion in Section 3.1 above that no clear patterns could be observed at the text
level (beyond the 1C and 3A goupings; Figure 4).5 To further explore this question, we
returned to the text-level correlations to analyze the extent to which they were
consistent with the groupings of features in the register-level oral and literate
dimensions. It turns out, if we focus on the direction of the correlation (positive or
negative) rather than the magnitude of correlations, that the text-level findings
shown in Figure 4 are actually consistent with the register-level findings shown in
Figure 6. Figure 8 summarizes those patterns in the form of a heatmap, reorganizing
the text-level correlations from Figure 4 to group together the literate features (the
top 14 rows) versus the oral features (the bottom 11 rows). This heatmap shows only
the correlations with the 1C and 3A features. The shading is designed primarily to
capture positive correlations (shown in blue) versus negative correlations (shown in
red), and so shading is used even in cases where the magnitude of the correlation is
very small. At this level of analysis, almost all features in the literate dimension have
positive text-level correlations with all 1C features, coupled with negative text-level
correlations with all 3A features. And conversely, almost all features in the oral
dimension have positive text-level correlations with all 3A features, coupled with
negative text-level correlations with all 1C features. The fact that many of these
correlations are weak inmagnitude shows that many complexity features have their
own peculiar distributions at the text level, a fact that requires further interpretation
(see Section 6 below). However, the fact that the general patterning of positive versus
negative correlations at the text level is nearly identical to that found at the register
level provides strong confirmation for the importance of the oral versus literate
dimensions of complexity features in language use.

5 Theoretical implications of the methodological
approach adopted here

The register-level analyses in Sections 3.2 and 4 above represent a methodological
departure from previous research carried out within the Text-Linguistic approach to

5 One source of low correlations is the simple fact that some of these grammatical features are rarely
used, and thus many texts have no instances of those features. For example, that noun complement
clauses never occur in 50 % of the texts in our corpus. Nonfinite -ed relative clauses never occur in
55 % of the texts, and to relative clauses never occur in 70 % of the texts. Because these features occur
with a rate of 0.0 per 1,000 words in those texts, it is not surprising that the features would have at
best weak correlations with other features at the text level. However, when features are analyzed at
the register level, even these rare features have some rate of occurrence in every register, making it
possible for them to have more meaningful correlations with other features.
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register variation (Biber 2019). In that approach, analyses are based on the situa-
tional and linguistic characteristics of each text. Theoretically, this approach is
motivated by the claim that language use occurs as texts. Texts are usually instances
of a higher-level register, but speakers and writers produce language as texts, not
registers. And quantitatively, the Text-Linguistic approach is motivated by the fact
that it enables analyses of variation within a register, in addition to analyses of the
typical characteristics of a register (see discussion in Biber 2019; Biber and Egbert
2023; Egbert et al. 2025).

All previous Multi-Dimensional (MD) studies of register variation have been
based on a Text-Linguistic analysis (see the survey in Goulart and Wood 2021). In
that body of research, dimensions are conceptualized as “different sets of
co-occurring linguistic features [that reflect] different functional underpinnings
(e.g., interactiveness, planning, informational focus)” (Biber 2019: 50). For our
purposes here, the crucially important aspect of this definition relates to the
definition of “co-occurrence” as sets of features that occur together in the same
texts and covary in systematic ways across texts. That is, the MD research program
has been based on the relatively strong assumption that sets of functionally related
features (constituting “dimensions”) can be identified empirically because they co-
occur regularly in the same texts and, therefore, covary in systematic ways across a
corpus of texts.

Research based on this assumption has proven to be highly productive. The
dimensions identified in MD studies usually account for a large proportion of the
linguistic variation in the target corpus. At the same time, though, there has always
been considerable linguistic variation that is not accounted for by a standard MD
analysis. For example, the shared variance underlying the 5 major dimensions
extracted in the Biber (1988) study of spoken and written registers account for only
46.5 % of all variance among that set of linguistic features. Similarly, the shared
variance underlying the 4 dimensions extracted in the Biber (2006) study of uni-
versity registers account for only 46.9 % of all variance among that set of linguistic
features. Thus, although these sets of co-occurring linguistic features (the “di-
mensions”) have proven to be strong predictors of register variation, there has also
always been a large pool of linguistic variation that is not accounted for in MD
analyses.

A similar pattern was found in the BLH text-linguistic studies of complexity
features: although the analyses (based on text-level rates of occurrence) accounted
for a large pool of shared linguistic covariation, therewas also considerable variation
that was not accounted for. This finding led to the present study, employing the
alternative register-level analysis to determine whether complexity features covary
systematically across registers, even if the same features are not co-occurring
regularly in texts. Future research is required to reconcile the findings from these
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two approaches and to better develop the methods for register-level analyses. Spe-
cifically, we plan to explore additional functional considerations that might help to
explain the patterns of variation for complexity features across texts, statistical
methods (such as cluster analysis) that could help to identify groupings of linguistic
features at the register level, and the applicability of register-level analyses in other
cases where previous analyses have accounted for only a relatively small proportion
of the total linguistic variation.

6 Summary and conclusion

So, what overall generalizations can be made from these results, and how do they
relate to the findings and conclusions of previous studies? The results of the earlier
BLH studies suggested that grammatical complexity might be organized as two
basic dimensions of language use associated with the 1C and 3A cells, combined
with a large number of additional complexity features that served their own
specialized discourse functions. For example, in Biber et al. (2024a), we concluded
that

the results of the present study show that some groupings of complexity features pattern
together as underlying dimensions of grammatical text complexity. Other complexity features
have their own peculiar distributions, apparentlymotivated by specialized discourse functions.
(BLH 2024a: 371)

In part, these conclusions are confirmed in the present study. Although the 1C and
3A groupings are strongly confirmed, the text-level analysis in Section 3.1 shows
that many complexity features have only weak correlations with any other
complexity feature. This finding reflects the fact that these other features have
their own peculiar distributions across texts and, therefore, apparently serve
their own distinct discourse functions. A complete discourse analysis of all
structural/syntactic complexity features in the grammatical system of English is
required to fully investigate the range of those specific discourse functions.

In contrast, though, the register-level results in Section 3.2 strongly indicate
that all structural/syntactic complexity features pattern together with either the 1C
or the 3A groupings. These larger groupings of features are interpreted here as the
“literate complexity dimension” and the “oral complexity dimension.” In addition,
more detailed analysis (in Section 4) shows that these same two dimensions exist at
the text level, even though the interfeature correlations are much weaker at
that level.
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Thus, we are left with two complementary perspectives that are both sup-
ported by empirical evidence: On the one hand, many complexity features are only
weakly correlated with other complexity features at the text level, indicating that
they have their own peculiar distributions across texts, and that they serve their
own distinct discourse functions. At the same time, though, there is strong evidence
that all complexity features in the grammatical system of English pattern together
at the register level with either the oral complexity dimension or the literate
complexity dimension. Specific features are more or less strongly associated with
that underlying system, but the entire grammatical system of structural/syntactic
complexity features is organized as two underlying dimensions of variation,
referred to here as the “literate” complexity dimension and the “oral” complexity
dimension.

In addition, the results here show that these two major complexity dimensions
actually function together as opposite poles of a single higher-order parameter of
variation. This conclusion is consistent with the results of the earlier BLH studies,
which found that:

the stereotypical clausal (“oral”) complexity dimension [i.e., 3A features] and the stereotypical
phrasal (“literate”) complexity dimension [i.e., 1C features] have a systematic but comple-
mentary relation to each other: when a text frequently employs oral complexity features, that
same text (or register) tends to rarely use literate complexity features, and vice versa. (BLH
2024a: 365).

Biber et al. (2024a) further tested the statistical strength of this complementary
relationship, finding that “this specialized model exhibits perfect fit, strongly con-
firming the hypothesis that [the 1C and the 3A cells] represent a fundamental op-
position between the typical linguistic styles of spoken discourse versus written
discourse” (p. 366). The present study provides even stronger support for that rela-
tionship: at the register level, all complexity features pattern together as part of
either the literate or the oral dimension (i.e., not only the 1C vs. the 3A features), and
the complementary distribution of those dimensions extends to each of these fea-
tures. That is, all literate complexity features have robust negative correlations with
all oral complexity features, and vice versa.

Thus, the system of complexity features is organized in a more complex
manner than we might have initially anticipated. On the one hand, grammatical
complexity is organized as two separate underlying dimensions: the group of
literate complexity features must be analyzed separately from the group of oral
complexity features. At the same time, the cumulative research findings of previ-
ous research, coupled with the specific findings of the present study, clearly show
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that those two dimensions function together as opposite poles of a single higher-
order parameter of variation.

In practice, it is necessary to separately analyze the grammatical features
associated with the oral dimension versus the literate dimension, and in this sense,
complexity must be regarded as a two-dimensional construct. At the same time,
though, we need to recognize the way in which those two complexity dimensions
function as complementary components of an underlying higher-order parameter of
variation. The oral and literate dimensions represent two fundamentally different
ways of constructing discourse; the two occur as a complementary choice. Thus,
these are notmerely two independent dimensions; rather, they are opposing poles of
a single higher-order parameter of variation.

It is important to emphasize the methodological implications of these findings
for applied studies of grammatical complexity. In particular, we want to emphasize
that thefindings here provide absolutely no support for the use of omnibusmeasures
(which combine occurrences of oral and literate complexity features). Rather, the use
of oral complexity features must be analyzed separately from the use of literate
complexity features: these are two fundamentally different dimensions of
complexity. Those dimensions constitute a single higher-order parameter because
they represent two complementary ways of constructing discourse. Thus, it would
make no sense to add together occurrences of features from the two basic di-
mensions. Rather, texts must be analyzed for the extent to which they use oral
features as opposed to literate features, and vice versa.

There is still much that we do not understand about the distribution and
function of grammatical complexity features. For example, future research is
required to investigate a wider range of spoken and written registers, as well as the
way inwhich the use of these complexity features is acquired by language learners.
We also need additional research to more fully understand the interplay between
the specific functions and distributions of individual complexity features across
texts versus the shared functions and distributions of the literate/oral sets of fea-
tures. We are very interested in the cross-linguistic generalizability of these find-
ings: Is the contrast between oral versus literate complexity features a cross-
linguistic universal of register variation, or are these patterns restricted to English
(compare Biber 2014). And finally, we need additional research to fully understand
the underlying motivations for these patterns. That is, while we can provide strong
empirical evidence for the existence of the literate complexity dimension, the oral
complexity dimension, and the literate-versus-oral parameter of variation, we
have a less complete understanding ofwhy these particular features should pattern
together in this way. These are the questions that we hope to explore further in
future research.
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Appendix: Phrasal/clausal complexity features in
English, by structural type and syntactic
function

Complexity feature Structural type Syntactic function Examples

Causative, conditional,
concessive clause

Finite
Dependent
Clause

Clause constituent:
Adverbial

She won’t narc on me, because she
prides herself on being a gangster.
Well, if I stay here, I’ll have to leave
early in the morning.

Verb + that complement
clause

Finite
Dependent
Clause

Clause constituent:
Verb complement

I would hope that we can have more
control over them. (with ZERO
complementizer): yeah, I think I
probably could.

Verb + wh complement
clause

Finite Depen-
dent Clause

Clause constituent:
Verb complement

I don’t know how they do it.

Noun + Finite relative
clause (that or WH)

Finite Depen-
dent Clause

Noun phrase constit-
uent: NP modifier

…the experimental error that could
result from using cloze tests

Noun + that
complement clause

Finite Depen-
dent Clause

Noun phrase constit-
uent: NP complement

The fact that no tracer particles were
found indicates that these areas are
not a pathway…

Adjective + that comple-
ment clause

Finite Depen-
dent Clause

Other phrase constit-
uent: Adjective
complement

We’re happy that the hunger strike
has ended.

Extraposed adjec-
tive + that complement
clause

Finite Depen-
dent Clause

Other phrase constit-
uent: Adjective
complement

It is evident that the virus formation is
related to the cytoplasmic
inclusions.

Preposition + wh
complement clause

Finite Depen-
dent Clause

Other phrase constit-
uent: Prepositional
complement

I’ll offer a suggestion for what we
should do.

to-clause as “purpose”
adverbial

Nonfinite
Dependent
Clause

Clause constituent:
Adverbial

To verify this hypothesis, sections of
fixed cells were examined.

ing-clause as adverbial Nonfinite
Dependent
Clause

Clause constituent:
Adverbial

Considering mammals’ level of phys-
ical development, the diversity of this
species is astounding.
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(continued)

Complexity feature Structural type Syntactic function Examples

ed-clause as adverbial Nonfinite
Dependent
Clause

Clause constituent:
Adverbial

Based on estimates of the number of
unidentified species, other studies put
the sum total in the millions.

Verb + to complement
clause

Nonfinite
Dependent
Clause

Clause constituent:
Verb complement

I really want to fix this room up.

Verb + ing complement
clause

Nonfinite
Dependent
Clause

Clause constituent:
Verb complement

I like watching the traffic go by.

Noun + -ed (passive)
relative clause

Nonfinite
Dependent
Clause

Noun phrase constit-
uent: NP modifier

This is a phrase used in the recruit-
ment industry.

Noun + -ing relative
clause

Nonfinite
Dependent
Clause

Noun phrase constit-
uent: NP modifier

Elevated levels are treated with a diet
consisting of low cholesterol
foods.

Noun + to relative clause Nonfinite
Dependent
Clause

Noun phrase constit-
uent: NP modifier

You’re the best person to ask.

Noun + to complement
clause

Nonfinite
Dependent
Clause

Noun phrase constit-
uent: NP complement

The project is part of a massive plan to
complete the section of road…

Adjective + to
complement clause

Nonfinite
Dependent
Clause

Other phrase constit-
uent: Adjective
complement

I was happy to do it.

Extraposed adjec-
tive + to complement
clause

Nonfinite
Dependent
Clause

Other phrase constit-
uent: Adjective
complement

It was important to obtain customer
feedback.

Preposition + ing
complement clause

Nonfinite
Dependent
Clause

Other phrase constit-
uent: Prepositional
complement

The formula for calculating the effec-
tive resistance is ….

Adverb phrase as
adverbial

Dependent
phrase
(nonclausal)

Clause constituent:
Adverbial

I raved about it afterwards.

Prepositional phrase as
adverbial

Dependent
phrase
(nonclausal)

Clause constituent:
Adverbial

Alright, we’ll talk to you in the
morning.
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(continued)

Complexity feature Structural type Syntactic function Examples

Attributive adjectives as
noun premodifier

Dependent
phrase
(nonclausal)

Noun phrase constit-
uent: NP modifier

emotional injury, conventional
practices

Nouns as noun
premodifier

Dependent
phrase
(nonclausal)

Noun phrase constit-
uent: NP modifier

aviation security committee, fighter
pilot training

Of genitive phrases as
noun postmodifier

Dependent
phrase
(nonclausal)

Noun phrase constit-
uent: NP modifier

McKenna wrote about the origins of
human language.

Other prepositional
phrases as noun
postmodifier

Dependent
phrase
(nonclausal)

Noun phrase constit-
uent: NP modifier

Overall scores were computed by
averaging the scores for male and
female students.

Appositive noun phrases
as noun postmodifier

Dependent
phrase
(nonclausal)

Noun phrase constit-
uent: NP modifier

James Klein, president of the American
Benefits Council

Prepositional phrases as
adjective complement

Dependent
phrase
(nonclausal)

Other phrase constit-
uent: Adjective
complement

I’d be happy with just one.

Adverb phrase as
adjective/adverb
modifier

Dependent
phrase
(nonclausal)

Other phrase constit-
uent: Adjective/
adverb modifier

That cat was surprisingly fast.
We will see those impacts fairly
quickly.
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