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Abstract:

With the growing role of telemedicine and artificial intelli-
gence (Al) in healthcare, trust and trustworthiness have be-
come essential considerations — especially for systems rely-
ing on medical sensors and patient-specific data. Using Con-
tinuous Glucose Monitoring (CGM) as a representative case,
this work explores how technical metrics (e.g., accuracy, se-
curity, robustness) and subjective user perceptions can be
combined to evaluate trustworthiness in the context of Di-
abetes care, considering different stakeholders’ perspectives.
We highlight key risks across the CGM lifecycle and propose
a trustworthiness factor that enables dynamic, bi-directional
interaction between system assessments and user trust. This
approach offers a foundation for making trustworthiness tan-
gible and adaptable in future Al-driven medical applications.
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1 Motivation

Diabetes mellitus is increasing worldwide, with millions af-
fected and rising numbers, especially in industrialised nations.
In parallel, research has accelerated, and commercial prod-
ucts such as continuous glucose monitoring (CGM) systems
have emerged. These systems, now in their fourth generation
and beyond, offer significant relief in therapy. However, cur-
rent diabetes care remains far from optimal. Key stakeholders
expect substantial digitalisation in diabetes care by 2030 [1].
This includes telemedicine using artificial intelligence (Al) or
avatars acting as doctors to enhance routine monitoring, emer-
gency responses, and therapy adoption. While gains in therapy
quality, reduced patient burden, and lower healthcare costs are
strong motivators, trust in these complex systems remains a
major concern. A critical question arises: to what extent can
stakeholders in diabetes care trust a telemedicine application?
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Obviously, as trust is the subjective feeling of a human,
a technical system can only provide a evidence-based indica-
tion of trust, referred to as trustworthiness [2]. In this article,
we approach the question above through the quantification of
trustworthiness in state-of-the-art systems used in Type 1 Di-
abetes mellitus therapy. In such systems, a distinction is made
between closed-loop systems, which are based on the patient’s
diagnosis and lead to direct therapy (e.g. via insulin pumps),
and the classic therapy of manual insulin injections. Hereby,
we focus primarily on the latter one. As the insulin therapy is
heavily dependent on the current blood glucose level (BGL),
which in turn is measured by the CGM system, these mea-
suring systems must be classified as particularly critical. If too
much insulin is injected, there is a risk of hypoglycemia, which
in the worst case can even lead to the patient’s death. If the
BGL is too high over a long period of time, there is a risk of
most likely long-term effects, however in extreme cases can
also lead to coma, but usually leads to serious secondary dis-
eases (coronary system, feet, kidneys).

The results of the diagnostics are, therefore, directly de-
cisive for the patient’s everyday life, and in the interest of
all stakeholders — that are persons with diabetes, healthcare
professionals, manufacturers, and insurances. In the follow-
ing, we examine trust and trustworthiness of CGM sensors.
We include various scenarios and influencing factors (sensor,
signal processing, and communication domains) that already
exist in today’s commercial systems and expand our analyses
with regard to future trends (e.g. ever-increase in usage of Al,
telemedicine) [3, 4]. Trustworthy environments in the context
of telemedicine is hereby also reported as one key use case
family in the 6G context [5]. These environments need tech-
nological ecosystems that prioritize security, privacy, and reli-
ability, especially for human-centric services, where the safety
of human life is paramount. Our analysis gives the reader an
initial insight into the concept of combining trust and trustwor-
thiness for medical - CGM - sensors.

2 Scenarios and Definitions

To design and operate trustworthy systems, a clear under-
standing of trustworthiness must first be established. This
understanding can vary significantly between use cases, as
stakeholder needs differ in priority. We therefore outline the
key considerations and definitions below. Access to trustwor-
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Fig. 1: CGM scenarios, including the perspective of different
stakeholders (patient, carer, doctor and insurances).

thy sensor system evaluations and therapy recommendations
should be readily available to patients, caregivers, and doc-
tors. This is particularly valuable in situations where direct
feedback from patients is limited, such as when parents are
caring for infants or when hospital staff without specialized
diabetic training are looking after patients. Especially during
and after surgical procedures, when aftercare may be provided
by staff unfamiliar with diabetes management, trustworthy di-
agnostic and treatment recommendations could significantly
reduce stress for both, patients and caregivers.

2.1 Considered CGM Scenarios

Stakeholders directly involved in insulin treatment include the
patient and healthcare or nursing staff (top row in Figure 1),
all relying on system outputs processed and shown on the cou-
pled handhelds. Additionally, there are several stakeholders
connected via the cloud, as shown in Figure 1. Physicians de-
pend on CGM data to adjust therapy and prevent emergencies,
while insurers monitor patient compliance via system outputs.
From this interconnected CGM system, we focus on the "first
metre"—comprising the sensor itself, signal processing, and
wireless communication between the sensor and the receiving
device (e. g., a mobile phone).

2.2 Trustworthiness Definition

While early concepts of trustworthiness analyses trace back to
military software in the 80’s, it was recently recognized as an
essential concept in interdependent systems. Not surprisingly,
it was hence raised in the IoT and cyber-physical systems
community [6] and then further prominently transferred to Al
and cellular communication systems [7]. Thereby, the follow-
ing definition is widely adopted (with minor variations) [6]:
"Trustworthiness is the demonstrable likelihood that the sys-
tem performs according to designed behavior under any set of
conditions as evidenced by characteristics including, but not
limited to, safety, security, privacy, reliability and resilience."

482

While each characteristic can be measured through established
metrics, a meaningful adaption to the use-case is required [8].
A resulting trustworthiness value will provide all involved par-
ties of Diabetes care an objective parameter on how well the
patient/carer or doctor can rely on system outputs. In the fol-
lowing we outline its application for CGM open-loop systems.

2.3 Trustworthiness in CGM Systems

In the scenarios mentioned above, faulty, inconsistent, or
slightly varying data or glucose predictions can significantly
impact patient health. Beyond reliability, security and privacy,
additional concerns such as usability and robustness arise.
Currently, stakeholders often rely blindly on system outputs,
leaving them alone with their subjective trust feeling when
interpreting the system output. A computed trustworthiness
value, based on measurable evidence during system operation,
can indicate system vulnerabilities or failures (e.g., a sensor
no longer adhering properly to the skin) and enable proac-
tive responses in critical situations (e.g., issuing warnings near
operational limits). To successfully implement trustworthiness
monitoring, all stakeholders are required to include their def-
initions at all functional levels of a properly operating CGM
system. In this article, we focus on the level of data extraction.

2.4 Trust and Trustworthiness

As outlined, trust is the subjective feeling of a human, while
trustworthiness refers to the technical measure. On the one
hand, the smartest technical system will only be able to operate
in foreseen situations. On the other hand, there is nothing more
individual than the patients metabolism and the human percep-
tion. Thus, the trustworthiness assessment cannot be treated as
a static procedure applied once to a given system. The assess-
ment has to be constantly adapted to the user through an inter-
face that enables to dynamically adjust threshold levels in the
trustworthiness evaluation. Establishing this interface requires
interdisciplinarity and remains out of the scope of this article.

3 Towards CGM Metrics

A key challenge in designing trustworthiness assessments lies
in the selection of appropriate metrics. A systematic approach
proposed in [9] recommends choosing metrics based on the
system’s specific threats and is applied in the following.

3.1 Sensor Domain

Accuracy: The accuracy of the measurement is certainly the
core aspect of a reliable diagnosis that leads to a reliable ther-
apy. In the case of CGM, however, we are dealing with a very
individual patient metabolism, which depends on the daily
form and hormone levels and many other factors. Thus, tradi-
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tional accuracy metrics of sensor readings —while still bearing
high importance for product safety— have limited meaning in
the context of trustworthiness assessment during operation. On
the other hand, these traditional metrics form the basis for the
FDA in the USA and the EMA in the EU to assess the fulfill-
ment of accuracy requirements for blood glucose meters. The
Clarke error grid [10, Fig. 14] illustrates mismatches between
actual BGLs and the measured sensor reading depending on
the patients metabolic pattern. The error range is partitioned
into 5 zones, labeled with capital letters from A to E. Clini-
cally valid measurements fall within zone A of the error grid,
where the tolerance is below 20 %, or both values are below
70 mg/dL. Other zones (B-E) in the grid range from clinically
uncritical to extremely dangerous, depending on the discrep-
ancy between the values: This is particularly critical for zone
D, resulting in dangerous discrepancies that could fail to de-
tect and treat true blood glucose conditions, and zone E with
extremely dangerous mistakes where the blood glucose level
will be incorrectly treated. Translating the Clarke error grid
to the CGM sensor in operation, we identify the two critical
accuracy states to be assessed: Complete sensor malfunction,
and zones of hypo- and hyperglycemia.

Resilience: The potential for a sensor app to crash, or er-
rors in the BGL measurement on the sensor side require the
sensor to be recalibrated. Resilience measures how quickly
one can reach an accurate BGL measurement (again) and how
swiftly a communication link is established. Together, these
aspects influence the overall effectiveness and user satisfac-
tion. Effective metrics are mean time to recover and mean time
between failures, that are easily measured through the (inter-
nally or externally triggered) recalibration process.

Robustness and Usability: Both are critical aspects when
relying on the technical system. There are several important
factors to monitor. Technological incapability with regard to
software updates or software/hardware errors resulting in high
energy consumption by the handheld device and improper
software deployment, can significantly impact usability. Ad-
ditionally, the aesthetic appeal of the sensor (patients prefer
not to be identified as such) and the ease of access to the data
and/or the processed metrics, like estimated HbA1c value, for
patients, carers and doctors are also crucial factors. We expect
that insurances are also highly interested in this aspect.

3.2 Signal Processing Domain

The signal processing of the sensors takes place on the sensors
themselves, on the handhelds, and in the cloud and have im-
pact depending on the target horizon. Beside determining the
current BGL, a relatively powerful feature of current CGM
sensors is to provide a trend analysis and forecast. It indicates
whether the BGL is likely to rise (steeply, slowly), remain con-
stant or fall (also steeply or slowly). Thus, this tool makes it

Resilience

Robustness

Usability

(Trustworthiness Ass. ) ” Trust Feeling

Fig. 2: Proposed bi-directional interface to achieve a trustworthy
and trusted CGM analysis, respectively.

possible to take early countermeasures, i.e. sugar intake to pre-
vent hypoglycemia or insulin injection to counteract the con-
sequences of hyperglycemia. The underlying methods to get to
such a trend analysis are under continuous development with
an ever-increasing trend towards the use of Al. We address
some aspects of Al in the medical/CGM context below.

Trustworthy Al: In 2020, the High-Level Expert Group
on Artificial Intelligence of the European Commission pub-
lished the Assessment List for Trustworthy AlI, which served
as a foundational document for the AI Act—a legally binding
regulation aimed at ensuring the safety and protection of fun-
damental rights in Al systems across the EU market. While the
regulatory framework does not yet provide detailed criteria for
evaluating Al trustworthiness, EU member states are actively
developing certification procedures. Notably, Trusted Al by
TUV Austria is the world’s first machine learning certification
scheme, offering a binary classification of algorithms as either
trustworthy or not. Similar initiatives are expected to follow in
other countries. However, dynamic or runtime trustworthiness
assessment of Al algorithms is not currently addressed. Con-
sequently, the overall certification process for CGM systems
prior to market approval will need to include all embedded Al
components, formally verifying them as trustworthy Al.

Subjective Trend Misalignment: Trend analysis is essen-
tial for optimizing BGL management and guiding treatment
recommendations. However, inaccurate trends combined with
faulty BGL measurements can lead to incorrect interventions,
such as excessive insulin doses. This poses a danger if e.g. the
actual BGL levels are normal or low, and misinterpreted by
patients or caregivers. Patients often intuit their BGL changes,
and discrepancies between sensor readings and patients’ per-
ceptions can erode trust.

3.3 Communication System Domain

There are two communication paths: on one hand, the trans-
mission between the sensor and handheld device, and on
the other hand, the transfer to a cloud. The communication
from the sensor to the smartphone is through bluetooth (i.e.,
the CGM service specification), while the cloud connection
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through cellular communication and internet connection. Both
communications entail risks, which we will summarize below:

Privacy and Security: Privacy and security concerns in
handling data from sensors to databases and eventually to
cloud storage can be significant. On the privacy side, there is
the potential for misuse of data, such as using data to identify
individuals or creating lifestyle profiles that infringe on per-
sonal privacy. On the security side, there is the risk of incor-
rect data being transmitted to the handheld device or stored in
the database, which could lead to improper therapy decisions.
These risks necessitate a thorough analysis to ensure both pri-
vacy and security are adequately addressed.

4 User Informed Evaluation

Metrics related to the characteristics highlighted above (i.e.,
accuracy, resilience, robustness, usability, security, and pri-
vacy) typically yield values that are meaningful primarily to
technical experts. To make these metrics interpretable for non-
expert users of CGM systems, they must be aggregated into
compound values and compared against predefined thresh-
olds. This process of data interpretation reflects how thor-
oughly CGM manufacturers have anticipated potential scenar-
ios throughout the system’s lifecycle and embedded appropri-
ate online evaluation mechanisms during the design phase.
However, to also address unforeseen situations, a feedback
loop from the user to the CGM system is essential. If a
user perceives a significant mismatch between their trust per-
ception and the system’s trustworthiness assessment, adapta-
tions—such as adjustments to threshold levels—can be trig-
gered, as illustrated in Figure 2. To sustain user trust through-
out the system’s lifecycle, the interface between real-time
trustworthiness assessment and the user must therefore be bi-
directional, enabling both interpretation and influence.

5 Conclusion

Trustworthiness is a critical requirement across the entire
telemedicine pipeline, especially in Al-supported diagnosis
and therapy recommendation systems. From the initial collec-
tion of physiological data by sensors, through transmission and
storage, to analysis and therapeutic output, each step must be
secure, reliable, and interpretable to maintain system integrity
and user confidence. Loss of trust may result from a variety of
factors, including data inconsistencies, sensor displacement,
poor usability, or concerns about security, and safety.

In this work, we have identified and analyzed potential
risks to trustworthiness within continuous glucose monitoring
(CGM) systems, and leveraged key aspects for online eval-
uations by means of metrics. While our focus has been on
CGM, the outlined principles are broadly applicable to other

484

telemedical applications, particularly those involving hand-
held or wearable technologies. As an initial step toward op-
erationalization trust, we have proposed a trustworthiness fac-
tor that integrates both objective system metrics and subjective
user perceptions. Future work will aim to refine this approach,
particularly in the context of increasingly Al-controlled ther-
apies, where adaptive, user-centred trust mechanisms will be
vital.
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