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Abstract: Recently, several automatic sleep stage classifica-
tion methods have been proposed based on deep learning using
convolutional (CNN) and recurrent (RNN) neural networks.
However, the state of the art CNN methods are still complex
which usually require significant time and considerable com-
putational resources in order to set up and sufficiently train
a deep CNN from scratch. This study eliminates the need to
establish and train a deep CNN from scratch by leveraging a
pre-trained deep architecture that has been previously trained
from sufficient labeled data in a different context. A convo-
lutional neural network (CNN) and a Bidrectional long short
term memory network (BiLSTM) are integrated for automatic
feature extraction and sleep stage scoring using only a single-
channel EEG signal. To demonstrate the generalizability of our
results, the proposed model was evaluated using PSG records
of 81 patients that were collected in different environments,
through different recording hardware, and annotated with dif-
ferent sleep experts. The use of a single EEG source and a
one—to—one classification scheme in the proposed model can
allow further development towards wearable systems and on-
line in home monitoring applications.
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1 Introduction and Background

Polysomnography (PSG) records are the gold standard used by
clinicians to comprehensively evaluate and analyze sleep [1].
PSG data contain multivariate physiological signals such as
electrocardiogram (ECG), electromyogram (EMG), electroen-
cephalogram (EEG), and electrooculogram (EOG), in order to
monitor different body functions and regions. Each 30-s time
slot of PSG data defines a sleep epoch that can be classified
into different sleep stages based on clinically defined rules
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and visual inspection. According to the American Academy
of Sleep Medicine (AASM) [1], a sleep cycle can be classi-
fied into 5 stages as wakefulness (W), non-rapid eye move-
ment (NREM) sleep, and rapid eye movement sleep (REM).
The NREM sleep is further subdivided into three sleep stages
referred to as N1, N2, and N3.

The significant advances in deep learning allowed re-
searchers to improve the performance of sleep stage scor-
ing systems by automatically learning feature representations
from the PSG signals [2]. Towards this end, many studies used
deep learning to develop algorithms for automatic scoring of
sleep stages using a subset of PSG signals. This includes multi-
channel EEGs [3], EEG and EOG [4], as well as EEG, EOG,
and EMG [5].

To overcome implementation issues associated with
multi-channel scoring systems, many recent studies consid-
ered single channel EEG signals as inputs to their models
[2, 6-11]. These methods have generally relied on establishing
complex deep network from scratch which often requires sig-
nificant time and considerable computational resources. More-
over, majority of these studies were designed to receive a se-
quence of EEG epochs as an input to these models in order
to classify a target sleep epoch based on surrounding epochs
(many—to—one classification) [6—8, 10] or to map an input se-
quence of multiple sleep epochs to the sequence of their cor-
responding target labels (many—to-many classification) [9].

This papers presents a novel deep learning model for au-
tomatic feature extraction and sleep stage scoring using only
a single-channel EEG signal. The proposed pipeline is com-
posed of a convolutional neural network (CNN) combined
with a Bidrectional long short term memory network (BiL-
STM) in order to automatically extract spatial as well as tem-
poral features from time-frequency representations of succes-
sive EEG sleep epochs. The proposed approach eliminates the
need to establish and train a deep CNN from scratch by us-
ing a pre-trained deep architecture that has been previously
trained from sufficient labeled data in a different context. Fur-
thermore, the proposed classification system receives a single
EEG epoch as an input at a time and produces a single corre-
sponding output label for the sleep stage, making it convenient
of online and realtime sleep monitoring applications.
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Tab. 1: Number & Distribution of Sleep Epochs Across Different
Sleep Stages

Number (%) of EEG Segments in Sleep Stages

W NA N2 N3 REM Total
17809 10912 30802 5189 7784 72496
(24.57%) (15.05%) (42.49%) (7.160%) (10.74%)

2 Materials and Methods

2.1 Data Sets and Preprocessing

The data sets include 81 PSG sleep studies that were per-
formed at two sleep disorder centers in Germany and USA
respectively. PSG data for 20 patients were recorded at
the Interdisciplinary Center of Sleep Medicine in Charité-
Universititsmedizin Berlin in Berlin, Germany while the re-
maining 61 PSG data files were collected at the Sleep Dis-
orders Center in the University of Michigan at Ann Arbor,
Michigan in USA. These data sets have been collected in dif-
ferent environments and annotated with different sleep ex-
perts, which can be used to demonstrate the generalizability
of the results in this study.

Sleep staging was carried out by expert clinicians accord-
ing to recommendations of the AASM [1]. Accordingly, EEG
signals were segmented at 30-s fragments such that each seg-
ment is labeled as in one of the five possible sleep stages. Fi-
nally, the Continuous Wavelet Transform (CWT) was applied
to all EEG sleep segments to generate spectrogram images
from the time-frequency representations of these segments.
72496 total labeled EEG segments were found across the total
81 subjects in this study. Table 1 provides a summary for the
number and distribution of the EEG segments with respect to
each of the 5 different sleep stages for the 81 patients in both
data sets

2.2 Automatic Scoring System
Architecture

The architecture for the proposed automatic sleep scoring
system is shown in Figure 1. It considers GoogLeNet CNN
as backbone model followed by two bidrectional long short
term memory (BiLSTM) layers such that each of them is fol-
lowed by a dropout layer to avoid overfitting. Finally, a fully-
connected layer and a softmax output layer were added to en-
able classification between the five possible sleep stages.
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2.3 Backbone CNN Model

The GoogleNet CNN is a 22 layers deep CNN arranged in a
one tall stack with 9 inception modules (annotated by spins
in Figure 1). In this study, the GoogleNet model was first
modified by removing the dropout layer, fully connected layer,
and softmax layer as these were specific to original use of this
model in classifying labels of the ImageNet data set [12]. The
inception module is the basic block in the GoogleNet. Each
of the inception modules copies the corresponding input sig-
nal and feeds it to four different convolution layers with differ-
ent kernel sizes in order to capture spatial patterns at different
scales. The number of feature maps generated by each of the
convolutional and pooling layers is shown before the kernel
size in Figure 1. The 6 numbers listed in each of the inception
blocks represent the number of feature maps output generated
by each of the convolutional layers in the corresponding mod-
ule. All convolutional layers use the ReLU activation function.

2.4 Bidirectional LSTM Memory Network
(BiLSTM)

The BiLSTM network was added to extract temporal features
in sleep epochs. It is composed of two BiLSTM layers. The
first layer is composed of 2000 BiLSTM elements and the sec-
ond layer is composed of 200 BiLSTM elements. Each BiL-
STM layer is followed by a dropout regularization layer (prob-
ability of 50%) to avoid overfitting.

2.5 Training Setup

The ImageNet weights of the GoogleNet transferred layers
were utilized as initial values, while all other added (trainable)
layers were initialized with random weights. The proposed
CNN-BiLSTM model was trained end-to-end using iterative
optimization with the backpropagation algorithm to minimize
the categorical cross entropy loss. To perform experiments, we
used a workstation equipped with 2 Intel Xeon PES CPU and
a GPU composed of 4 NVIDIA GeForce GTX 1080Ti graphic
cards. All methods were implemented on MATLAB R2020a.

2.6 Evaluation Criteria

Evaluation metrics that were used to comprehensively evalu-
ate the performance of the proposed CNN-BiLSTM model are
per-class sensitivity (Sn.), precision (Pr¢), Fl-score (F'l¢),
specificity, and accuracy (ACC¢). Furthermore, we consid-
ered overall classification metrics including overall accuracy
(ACC), macro-average F1 (M F'1), overall sensitivity (Sn).



' |
|
|
EEG RGB | ~ = -oR G, to B
Slee, | Qo 2 32 0 ©o 39 © Ky N % '
P Image o & 28 &0 NO 82 N ® o |
Epoch I 93 wg 32 o3 3, 3 3“_"3 = = =2
poc Q | X§ X% 83 x§ ¥S5 85 ¥% N N W |
- 3 Y8 Y 53 g g 58 bg X BN wg
- | 3 n8 28 4AF f2 2% L8 58 8 58 |
| B8 8% 52 GS 58 5§z B T, Vo mE |
= , I_. & s 8 2 ) S o £ N L |
‘ | |
| |
) ) o |
= | — 2 = < < <
Sleep 2 w | S - s a2 S © © © © :
= a = P o o N S I X9
Stage s 28 §° E"é g\° §§':|g\,, ® < gg‘_o gg Sy X9 TN 3] oa T+ |
«— £ €5 88 K5 a8 F2'88 &4 S, o og Vo TN Y
£ 9SS 0R 2o O Z9|lOoF = TN 0O XX 00 oo WA =t
o =] 2 = = 59 = T~ 0o © 8M NO Nd NdA NH AN |
n =] @ =
[ > o ~ 2 ~2|0 _g ME dH S M o © o ~ |
= | 2 < © 0 © - N © @
: I ° 89849 TRHTHTHTHTD
| 12 ~ ~N |
| |
|

= Inception module

. EIMoaget, Short title ==

Fig. 1: Architecture of the Proposed CNN-BiLSM Automatic Sleep Scoring System

Tab. 2: 20-fold Per-Class Cross Validation Performance for the Proposed CNN-BIiLSTM modeling approach. Results are reported as the

mean (std) across the 20-fold results

Class ACC, Spe Sne Pr. Fl.

w 925(0.4) 96.4(04) 805(1.5) 87.9(1.2) 84.0(0.9)
N1 85.1(0.7) 89.0(0.7) 63.1(2.1) 505(1.9) 56.1(1.9)
N2 85.7 (0.6) 89.4(0.5) 80.6(1.0) 84.9(0.7) 82.7(0.8)
N3 96.5(0.2) 97.9(0.2) 79.2(22) 742(1.9) 76.6(1.4)
REM 96.1 (0.3) 97.9(0.2) 81.5(2.0) 82.0(1.5) 81.7(1.4)

3 Results

We considered the technique of oversampling to account for
the class imbalance issue in the distribution of the EEG seg-
ments across the 5 different sleep stages (as illustrated in Table
1). The proposed model was evaluated using 20-fold cross val-
idation to ensure generalizability and performance consistence
over different testing folds. Table 2 reports 20-fold cross val-
idation per-class performance of the proposed CNN-BilSTM
model trained with oversampled spectrogram images while be-
ing evaluated on original spectrogram images in each of the
20 test folds. The proposed model shows a very high per-
class sensitivity in detecting stages W, N2, N3, REM which
is accompanied by generally high per-class precision. Stage
N1 showed an acceptable but lower performance compared to
other stages given that this stage is known to be the most chal-
lenging stage to detect [2]. Furthermore, the per-class perfor-
mance results in Table 2 shows a small standard deviation in
the performance across different test folds indicating that the
model has an excellent potential to provide a consistent per-
formance over unseen EEG data

It is worth to be mentioned here that using the Bil-
STIM network allowed achieving excellent performance in
classifying sleep stages which was not possible to achieve us-

ing a CNN only. In a previous study, we considered a CNN
only to classify sleep-wake states (binary case) and the model
achieved excellent performance [13]. However, considering
the multi-class classification needed to model the sequential
dependency between sleep stages in order to achieve a high
classification performance.

The analysis that was carried out to report the perfor-
mance of the proposed approach used complete data set. Thus,
we considered the actual imbalanced class distributions be-
tween different sleep stages. Table 3 compares the perfor-
mance of the proposed approach with the state-of-art deep
learning methods that use a single-channel EEG as an input.
One important observation to mention is that previous meth-
ods differ in the way that was used for handling the imbalance
in sleep scoring data which may affect the different perfor-
mance metrics in real cases. Nonetheless, Table 3 shows that
the reported performance of the proposed approach is compa-
rable to the stat of art deep learning methods. Interestingly, the
proposed approach shows a relatively high performance com-
pared to other studies in scoring stage N1.
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Tab. 3: Performance Comparison Between The Proposed CNN-BIiLSTM Method & Previous End-to-End Deep Learning Methods

Overall Performance Per Class Sn (Snc)

Study Subjects Input Signal Classification Scheme Class Imbalance Handling DL Model ACC  MF1  Sn w N1 N2 N3 REM
[10] 42 Fpz-Cz One to One Not Reported Squeezenet CNN 83.6 744 928 283 933 716 84.0
[10] 42 Fpz-Cz Many to One Not Reported Squeezenet CNN 84.7 - 76.7 945 36.0 927 729 869
[71 20 Fpz-Cz Many to One Oversampling CNN+BIiLSTM 82.0 76.9 78.7 834 501 817 942 839
[71 20 Pz-Oz Many to One Oversampling CNN+BiLSTM 79.8 7341 - - - - - -

[8] 20 Fpz-Cz Many to One Subsampling CNN 81.9 73.8 739 - - - - -

[6] 20 Fpz-Cz Many to One Subsampling CNN 75.0 70.0 736 700 600 73.0 91.0 74.0
[2] 5728 C4-A1 Many to One Subsampling CNN 87.0 78.0 772 910 350 89.0 850 86.0
[9] 20 Fpz-Cz Many to Many Original Sampling CNN+BIiLSTM 84.3 79.7 811 906 545 827 889 887
[11] 197 Fpz-Cz Many to One Not Reported Parallel CNN-GRU 90.1 91.5 - - - - - -

This Study 81 C4-M1 One to One Oversampling GooglLeNet CNN + BiILSTM  76.9 75.7 771 79.0 695 77.0 804 794

4 Conclusion and Future Work

This study proposed a new deep learning based method that
integrates CNN and BiLSTM networks for automatic feature
extraction and sleep stage scoring for EEG signals. In the pro-
posed method, we used the CNN model for extracting time-
invariant spatial features from the time-frequency representa-
tions for EEG sleep epochs and the BiLSTM model to extract
temporal features in the sleep epochs. We mainly focused on
developing a five-stage classification model to classify Wake
stage, stage N1, stage N2, stage N3, and REM using data from
a single EEG source. The proposed model was tested and eval-
uated using a patient data sets that were collected using differ-
ent recording systems in two major sleep centers in USA and
Germany respectively. Our results demonstrate an excellent
potential for the proposed model to effectively extract repre-
sentative features and score different sleep stages. Future work
may include modifying the backbone CNN model to improve
the classification performable as well as evaluating the perfor-
mance on single-channel EEG data collected from wearable
devices.
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