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Abstract: With the recent increase in interest in machine
learning and computer vision, camera-based pose estimation
has emerged as a promising new technology. One of the
most popular libraries for camera-based pose estimation is
MediaPipe Pose due to its computational efficiency, ease of
use, and the fact that it is open-source. However, little work
has been performed to establish how accurate the library is
and whether it is suitable for usage in, for example, physi-
cal therapy. This paper aims to provide an initial assessment
of this. We find that the pose estimation is highly dependent
on the camera’s viewing angle as well as the performed exer-
cise. While high accuracy can be achieved under optimal con-
ditions, the accuracy quickly decreases when the conditions
are less favourable.
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1 Introduction

Building on the advances in computer vision in recent years,
significant research has been conducted on video-based hu-
man pose estimation and motion capture. Popular libraries
like MediaPipe Pose [1] have been utilized not only for en-
tertainment, but even for complex medical applications such
as joint load prediction [4] or movement limitation analy-
sis [6]. The successful usage for these tasks indicate that the
method might be applicable to physical therapy, enabling pa-
tients to do parts of their therapy at home while under supervi-
sion of an automated camera-based evaluation system. How-
ever, a great amount of responsibility and trustworthiness is re-
quired for this kind of application, since it directly affects the
user’s health and well-being. Wrong executions and overexer-
tion while doing at-home exercises might lead to an inefficient
training or even worse, serious injuries [3]. Even though the
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aforementioned approaches show promising results when pose
estimation algorithms are used for high-level application tasks,
this level of trustworthiness can not be achieved without direct
accuracy evaluation of the libraries themselves, of which there
has been a significant lack.

In this work, we aim to do provide a first step towards
a quantitative evaluation of MediaPipe Pose, to asses its ac-
curacy when calculating metrics relevant to physical therapy
and identify its strengths and weaknesses. We will also give
a qualitative recommendation for tasks that it can be used on
and provide an outlook on how to improve it.

2 Methods

In order to give a qualitative evaluation of the MediaPipe pose
estimation, an experiment was conducted where pose infor-
mation of several people performing physical exercises was
gathered by two cameras and a motion capture (MoCap) sys-
tem. After synchronizing these three recordings, select metrics
relevant for physical therapy were calculated and compared.

2.1 Experiment

An experiment was conducted to record both video data and
ground truth (GT) MoCap data. The measurement setup con-
sisted of two cameras (C1 and C2) positioned perpendicular
to one another, recording an area of approximately 5 x 5 me-
ters, and the MTw Awinda MoCap system by Movella!, which
has proven to be a reliable and accurate system to track human
movement [5] and has been previously used in exercise-related
movement analysis [2]. A schematic of the setup can be seen
in Fig. 1, where the definition of the two camera viewing an-
gles o and S, specifying the angles between the subject’s line
of sight and the cameras’ viewing directions, is also given.
Four healthy test subjects (all male) were recorded doing
five different stationary physical exercises (two push-up vari-
ants, squats, kick-backs on all fours, ground swimming) un-
der the supervision of a physiotherapist. To calibrate the Mo-
Cap suit, several body dimensions of the subjects were mea-
sured. Tab. 1 gives an overview over some of these measure-

1 https://www.movella.com/products/wearables/xsens-mtw-awinda
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Fig. 1: Top view of the experimental setup. The cameras were
placed such that the image plane is vertical to the ground. The
camera viewing angles are denoted by « for C1 and s for C2.

Tab. 1: Select body dimensions of the four test subjects, in cm.

Subject Shoulder Height Shoulder Width  Hip Width
1 159.0 34.0 26.0
2 152.5 355 26.0
3 157.5 39.0 28.0
4 158.0 39.0 30.0

ments. Each subject performed two sets of exercises (S1/52),
interrupted by a short period of walking where they left the
view of the cameras. Each set consisted of six repetitions of
each exercise. All subjects performed the first set of exer-
cises in the center of the measurement area, under an angle of
a = 90°, 8 = 0°. For the second set, the angles were individ-
ually changed by each subject (Subj. 1: o = 180°, 8 = 90°,
Subj. 2: @ = 30°, B = —60°, Subj. 3: « = —90°, B = 180°,
Subj. 4: o = 45°, 8 = —45°). Overall, 240 exercise instances
were recorded.

2.2 Data Processing

The videos were recorded with two identical low-cost security-
type cameras’ with a resolution of 2560 x 1920 pixels and
a frame rate of 30 frames per second. The MoCap suit cap-
tured data with 60 Hz, which was downsampled to match
the 30 Hz of the cameras. MediaPipe Pose was run on every
video recording to receive a pose estimation with every pa-
rameter influencing accuracy set to the highest possible value®.
MediaPipe’s output consists of real-world x-y-z-coordinates of
33 different pose landmarks (in meters), where the x-y-plane
is parallel to the image plane and the z-axis is oriented per-
pendicularly away from the camera. The coordinate systems

2 Reolink RLC-510A, https://reolink.com/de/product/rlc-510a/
3 https://github.com/google/mediapipe/blob/master/docs/solutions/pose.md
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Fig. 2: General visualization of the MediaPipe Pose output of a
person performing a squat. The output consists of x-y-z-world co-
ordinates of 33 different landmarks, with the origin lying between
the hip joints (23 and 24). MediaPipe’s visibility estimate is color-
coded from blue (1) to green (0).

are centered between the hip joints and move with the subject.
A visualization of the landmarks and the coordinate system
is given in Fig. 2. Due to the positioning of the cameras, as
seen in Fig. 1, the coordinate systems of the two cameras are
rotated by approximately 90° around the y-axis. The MoCap
suit outputs x-y-z-coordinates of 23 different segments as well
as 66 joint angles such as Right Knee Flexion/Extension. This
coordinate system’s origin is set once during calibration and
does not depend on the subject’s movement. The axes are ori-
ented such that the x-y-plane is parallel to the ground while
the z-axis is pointing vertically upwards.

To synchronize the three different recordings, an overall
movement metric M was calculated by summing up the dif-
ference over all joint coordinates between each frame. While
the pose data from all three recordings are given in a differ-
ent coordinate system each, all three coordinate systems share
one axis vertical to the ground. It is also the axis in which the
movement range is the largest since all exercises are station-
ary. Therefore only this axis was considered when calculating
M. The so-calculated movement metrics are normalized and
correlated to determine the offset.

2.3 Metrics

Since the goal of this work was to assess the quality of
MediaPipe’s raw pose estimation capabilities without any ad-
ditional post-processing, we opted to not compare the coordi-
nate values directly since this would have required a coordi-
nate transformation, which inherently depends on the coordi-
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nate values. Instead, the results are focused on metrics that are
independent of the coordinate systems. Namely, the metrics
investigated are the shoulder width, hip width and the flexion
angles of the knees and elbows. The shoulder width and hip
width can be calculated from the MediaPipe data as the eu-
clidean distance between joints 11 and 12, as well as 23 and 24
respectively. These values should have low variance over time
because of an anatomically limited range of motion. The true
values have already been measured before the experimented
and are displayed in Tab. 1. The flexion angles are defined as
the 3D angles between the corresponding limbs and can easily
be calculated from the pose coordinates. The true values are
directly output by the MoCap suit.

3 Results and Discussion

The results for the body dimension comparisons are presented
first. Fig. 3 shows the box plot of the estimated shoulder widths
for subject 4 as an example. From this boxplot several conclu-
sions can be drawn. First, it is very obvious that the shoulder
width is both biased and not constant. While the bias is easily
explained by the fact that MediaPipe has no information about
the subject’s size, the high interquartile range in the estimates
show that the underlying model is not consistent over time, in-
dicating a more profound limitation of the model. Secondly, a
high dependency on the viewing angle of the cameras can be
noted. When relating the interquartile range to the median, the
lowest value is achieved for (S1, C2), where the viewing angle
is 0° and highest for (S2, C1) and (S2, C2), where the viewing
angles are 45°.
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Fig. 3: Boxplot showing the shoulder width of subject 4, estimated
for each set (S1/S2) and from both cameras (C1/C2).

To combat the bias, the estimated widths were normalized
by the estimated shoulder heights. Similarly, the measured

Tab. 2: RMSE of the relative shoulder width (SW) and hip width
(HW), as estimated from camera one (C1) and camera 2 (C2),
separated by set. All values are relative to the normalized mea-
sured widths for each subject.

Subject/Set SW (C1) SW(C2) HW(C1) HW (C2)
11 15.39%  1431%  6.24%  16.63%
1/2 15.15%  11.18%  17.43%  9.78%
21 2255%  14.30%  4.99%  19.36%
2/2 20.49%  17.83%  17.30%  30.65%
3/1 26.41%  10.70%  5.40%  17.89%
3/2 8.64%  11.27%  34.37%  19.91%
4n 29.05%  571%  11.90%  24.23%
4/2 29.78%  11.22%  12.06%  33.81%

widths were also normalized. Then, the root-mean-square-
error (RMSE) was calculated over all frames in which a person
was detected. The results are given in Tab. 2. The maximum
RMSE of the shoulder width is calculated for subject 4, (S2,
C1), being 29.78% off of the true value. The maximum RMSE
of the hip width is calculated for subject 3, (S2, C1), being
34.37% off of the mean true value. This also highlights the de-
pendency on the viewing angle, where the 45° angle chosen
by subject four for the second set, seems to be particularly bad
for the estimation. For the first sets, where the camera view-
ing angles do not change between subjects, the RMSE for the
shoulder widths is always less for C2 than C1. This can be ex-
pected, as for C1, the shoulder joints lie directly behind one
another, with the first occluding the second, impeding the esti-
mation. Interestingly, this does not hold true for the hip width,
which most of the times behaves exactly opposite to the shoul-
der width when comparing C1 and C2.

The results for the angle estimation of subject 4 are pre-
sented in Fig. 4 as an example. From the first set, the view-
ing angle dependency is once again apparent. C2 is constantly
overestimating the angle while C1 matches the true value al-
most perfectly. This again is expected since the angle is pre-
dominantly in the x-y-plane of C1, and therefore highly vis-
ible. From the second graph, it is interesting to note that the
estimation quality does not degrade as much as it did for the
width estimations. Instead, both cameras manage to estimate
the angle rather well. The biggest deviations from the true
value are visible when the angle approaches 0°.

Tab. 3 shows the RMSE of important angles over all sub-
jects for all exercises. The table once again suggests a high
dependency of the camera’s viewing angle. Furthermore, it is
apparent that the angle estimation works best for the squat ex-
ercise, where the subjects are standing. On the other hand, the
error is the highest for the ground swimming exercise where
the subjects are lying on the ground. This is to be expected
considering the setup. The closer the person is to lying, the
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Fig. 4: Plot showing the right knee angles of subject 4 while per-
forming two repetitions of the squat exercise. The first set is shown
at the top and the second set is shown at the bottom.

smaller the area visible to the camera becomes. Furthermore,
the probability for self-occlusion increases.

4 Conclusion

In this work, we have performed a qualitative assessment of
MediaPipe’s pose estimation by conducting an experiment
where several subjects performed physical exercises and com-
paring metrics relevant to physical therapy to a ground truth
recorded by a motion capture system. From our results, it can
be seen, that the pose estimation is highly dependent on the
camera’s viewing angle as well as the performed exercise.
While high accuracy can be achieved when the subject is per-
forming a standing exercise under an optimal angle, the ac-
curacy quickly declines when the angle is less favourable or
the exercise inherently causes self-occlusion. The next logi-
cal step to increase accuracy would be to fuse the pose in-
formation provided by the two cameras. This would both re-
duce the dependency on the angle and limit the influence
of self-occlusion. Another approach could be to employ bio-

566

Tab. 3: RMSE over all subjects of one important angle for each
exercise, for both sets and cameras. RE: right elbow angle, RK:
right knee angle. All values are given in degree (°).

Exc./Angle (S1,C1) (S1,C2) (S2,C1) (S2,C2)
Push-Up/RE 1532  34.96 2658  23.30
Push-Upv.2/RE 2240 3371 2934 3271
Squat/RK 914 1419 1245  14.48
Kick-BackRK ~ 24.27 1876 2490 2556
Swimming/RE 2348  50.76 4222  42.61

mechanical movement models that the pose information is fit-
ted to. This way it could be ensured that certain body propor-
tions remain constant.
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