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Abstract: Touchless interaction is popular in the medical do-
main because it maintains sterility and ensures physicians’
autonomy. Evaluating these technologies, however, proves
difficult due to technical and human hurdles. Virtual reality
leaves these limitations behind and allows for the exploration
of promising concepts by simulating an environment and the
interactions that takes place within it. We present a virtual radi-
ology suite in the context of needle-based MR-interventions to
evaluate touchless interactions. Hand and foot inputs were im-
plemented on a custom interface and evaluated in a user study
(n= 16). Results show that activating the system and manipu-
lating values was faster with foot input. However, multimodal
interaction is preferable because it is less demanding.
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1 Introduction

Minimally invasive procedures allow for a variety of patient-
friendly treatments. However, the direct view of instruments,
risk structures and target tissue in the patient’s body is im-
peded. Physicians must therefore rely on radiological imag-
ing, e.g., magnetic resonance imaging (MRI). Current systems
offer many ways of intraoperative interaction on monitors to
manipulate generated images. During MRI-assisted percuta-
neous interventions, radiologists have to shift and rotate the
image plane several times, start or stop sequences and change
contrast and brightness values. This is often done by assistants
receiving verbal control commands [4]. However, this delega-
tion can be frustrating [6], is error-prone and may take a long
time [7]. Touchless inputs simultaneously grant sterility and
can assist the surgeon in operating the system autonomously.
Thus, touchless interaction by foot [8] or hand [1] offers great
potential in the medical domain. The combination of different
input modalities are also promising and are becoming increas-
ingly popular in research[3]. Usability research in MR-guided
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interventions is restricted because of limited access during real
procedures caused by ethical concerns and hurdles in evalu-
ating technical devices due to electromagnetic radiation. It is
especially important in the early development phases of proto-
types to include the real workflow and to draw conclusions
about ergonomics and usability. A combination of physical
mock-up and virtual reality (VR) hardware to simulate MR
interventions in virtual radiology suites can close this gap [5].
In VR, early prototypes for touchless interaction can be tested
and conclusions can be drawn that can thereafter be applied in
reality [9, 10]. In this work, hand and foot input for needle-
based MR interventions were investigated and evaluated in a
simulation of virtual treatment on a physical MR mock-up. Ba-
sic multimodal operating concepts were compared and a cus-
tom graphical user interface was developed.

2 Material and Methods

2.1 Apparatus

The study was conducted in a laboratory for medical usabil-
ity evaluations. To increase immersion, tangible furnishings of
the laboratory, e.g., a physical MRI model, a table and a pa-
tient mannequin, were integrated into the corresponding vir-
tual environment (see Fig. 1). It was then overlaid with vir-
tual objects in VR and supplemented with various furniture,
medical instruments and devices to increase the liveliness (see
Fig. 2). The virtual and actual dimensions of the rooms were
4 x 6m. We used Valve Index VR glasses with a Leap Motion
controller for hand tracking. Foot tracking was done with HTC
Vive trackers attached to the top of surgical shoes. To simulate
holding a needle, the left VR controller was used.

2.2 Graphical user interface

A custom graphical user interface (GUI) for control of the
MRI was placed on a virtual monitor corresponding to real in-
terventional positioning (see Fig. 2). An indirect interface con-
cept was created to help users concentrate on the image data
and not on their hands or feet. Five individual buttons were
aligned on a horizontal axis. The current sequence, the current
quality and contrast value, the target contrast value and DI-
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Fig. 1: User equipped with VR hardware standing next to physical
mock-up of a MRI while performing hand gestures.

COM image data were visible at all times. Values were shown
in orange if they deviated from the target values, otherwise
they were shown in turquoise. Target and actual values were
abstracted to focus more on the evaluation of interaction meth-
ods. . The GUI is divided into a main menu, a sequence menu
and a contrast menu, which also consists of five menu-specific
buttons. Each button has three visual states: pressed, selected
and inactive. Slightly translated DICOM data represented real
time image data of a breathing patient.

2.3 Interaction techniques

Hand and foot input for standing users was provided. In addi-
tion to a separate investigation of these modalities, combina-
tions were also compared, allowing for multimodal interaction
with the system. Unintentional inputs using touchless interac-
tion can cause delays and thus lead to user frustration [2]. To
prevent unintentional manipulation of parameters, two differ-
ent activation gestures were implemented. They were designed
to avoid unintended execution. Thus, a "gunshot gesture" was
chosen as a hand gesture metaphor, in that a quick pull (0.5s)
of an imaginary trigger with the index finger activates the sys-
tem (see Fig. 3a). As seen in Figure 3d, activation by feet is
done by rapidly pulling the insides of the feet together and
apart (0.5s). Only when the controller was near the patient
were activation gestures accepted, thus simulating an occupied
hand holding the needle (see Fig. 1). A warning was shown in
case of non-contact. Deactivating the system was performed in
a manner analogous to activation.

After recognizing activation gestures, five static, transpar-
ent and equally spaced bounding box elements are generated
to represent the five GUI buttons. For hand selection, they are
placed on a 30cm long baseline at thumb level, which is paral-
lel to the ground and to the front vector of the VR headset. The
center element is always set to thumb tip at activation. For foot
selection, the elements are created around the Vive tracker in
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Fig. 2: Virtual operating room with custom MRI-User interface.

a similar baseline. In addition, another element used for selec-
tion with the same position as the middle element is generated.
The additional element always moves in the same distance and
orientation to the tracker of the dominant foot.

For hand control, bounding boxes are at thumb level. The
tracked position of the index finger is set relative to the dis-
tance of the fingertip and below the corresponding baseline. As
long as the fingertip is below it, horizontal movement on this
axis on the GUI will select the menu button corresponding to
the element closest to the fingertip (see Fig. 3b). To press a se-
lected button, the index finger must be moved straight up over
the baseline and then moved back below it (see Fig. 3c). For
foot control, menu buttons are accessed by rotating the domi-
nant heel. A heel rotation changes the position of the selection
element synchronized with the foot position (see Fig. 3e). The
menu button closest to the selection sphere is selected in the
GUI. To confirm a selected menu button, the toe of the foot
must be raised 8cm (see Fig. 3f).

2.4 Evaluation

A within-subject design study was conducted to compare the
input modalities. The task was to manipulate the system’s ac-
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Fig. 3: Input gestures for activation and manipulation of the GUI.
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Tab. 1: Summary of the ANOVAS'’ results on task completion time and subjective workload (o« < .05). Degrees of freedom in the nomi-
nator (DFn) and in the denominator (DFd), test statistics F-value and p-value, significance, and effect size (n?) are reported.

Variable / Effect type  Factor DFn DFd F p Sig. n? Effect Figure

Task Completion Time

Main effects Activation 1 15 6.750 0.020 * 0.062 Medium Fig. 4a
Selection 1 15 6.412 0.023 * 0.112 Medium Fig. 4b

Interaction effect Activation * Selection 1 15 2.384 0.143 0.026 - Fig. 4c

Subjective Workload

Main effects Activation 1 15 0.048 0.830 0.000 - Fig. 4d
Selection 1 15 0.761 0.397 0.026 - Fig. 4e

Interaction effect Activation * Selection 1 15 14.540 0.002 * 0.044 Small Fig. 4f

tual values to its target values. After collecting demographic
information and informed consent, participants were given in-
structions. This was followed by an introduction of the VR
environment, an explanation of the GUI and then testing of all
input modalities. If the participants felt confident, the combi-
nations of the respective input modalities were randomly as-
signed, after which three training runs and three trials were
measured. One trial consisted of the participant holding the
index controller in the left hand and moving it to the patient’s
liver, activating the system, opening the sequence menu, se-
lecting the correct sequence, returning to the main menu, paus-
ing the system, opening the contrast menu, setting the correct
contrast value and finally deactivating the system. The manip-
ulation of the target and actual values was done in a constant
interval of six interaction steps (e.g., taps). The given values in
the GUI were randomized. We used a two-factor design, where
the independent variables are activation (1) and selection (2).
Two dependent variables were considered: Task Completion
Time (TCT) and subjective workload. TCT indicates the time
between activation and deactivation of the system. Subjective
workload was assessed per combination using the NASA-TLX
questionnaire after each of the three measured trials.

3 Results and discussion

We recruited 16 subjects (9 female, 7 male) aged between 22
and 31 years (median: 26.57) for the study. Eight participants
were medical students and the other half had a technical or
computer science background. No effects with respect to par-
ticipant background were observed. Repeated measures two-
way analyses of variance (ANOVAs) were conducted on fask
completion time and subjective workload. These results are
summarized in Tab. 1. Observed main and interaction effects
are illustrated in Fig. 4. Statistically significant main effects
were identified for the task completion time variable. Both ac-
tivation and selection were faster using the foot concepts. No
interaction was observed between the independent variables,

thus the main effects are considered valid. Regarding subjec-
tive workload, no statistically significant main effects were de-
tected. However, we found a significant interaction effect on
this variable. When using foot activation, hand selection was
advantageous compared to foot selection. In contrast, when
using hand activation, hand selection resulted in higher work-
load compared to foot selection. Hand interaction is performed
more slowly and induces higher workload. This may be due
to the fact that the interaction area was freely selectable and
not visible, which meant that the users did not have an exact
idea of where the area was located in relation to the index fin-
ger. Furthermore, the hand tracking area is restricted by the
Leap Motion Controller, which limits the performance of ges-
tures by the users. Foot interaction seems to be a faster input
modality for the selected tasks. The interaction area is spatially
limited by the floor level and allows more precise manipula-
tion and foot placement, which in turn has a positive effect on
physical effort. With foot input, we see problems with the nec-
essary weight transfer in standing positions, which can lead to
unergonomic postures. Constant movement with the arms can
in turn lead to strain, which is why pure activation is better
suited here. A comparison to seated procedures would be of
interest, as foot input would benefit from this [8]. In general,
hand gestures often perform better than foot input in related
work [9], which is contradicted by our findings and should be
investigated further. A comparison of our techniques with cur-
rent clinical practice in terms of duration and effort would also
be interesting.

4 Conclusion

In this work we investigated the use of VR to evaluate touch-
less interaction of controlling an MR system in the context
of percutaneous interventions. The inclusion of a physical MR
mock-up, patient dummy and interior was used to increase im-
mersion in a virtual radiology suite and promote usability in-
vestigation. Foot inputs performed better overall, but a combi-
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Fig. 4: Main and interaction effects on task completion time (a-c) and subjective workload (d-f). Error bars represent standard errors.

nation of hand activation and foot control seems to be the best
compromise in terms of time and effort. Future work could ex-
tend the presented approaches with 3D interaction techniques.
For example, the possibility of rotation and translation of the
image planes could be a challenge to solve.
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