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Abstract: Appropriate quality of test results is fundamen-
tal to the work of the medical laboratory. How to define
the level of quality needed is a question that has been
subject to much debate. Quality specifications have been
defined based on criteria derived from the clinical appli-
cability, validity of reference limits and reference change
values, state-of-the-art performance, and other criteria,
depending on the clinical application or technical char-
acteristics of the measurement. Quality specifications are
often expressed as the total error allowable (TE,) - the
total amount of error that is medically, administratively,
or legally acceptable. Following the TE, concept, bias and
imprecision are combined into one number representing
the “maximum allowable” error in the result. The com-
monly accepted method for calculation of the allowable
error based on biological variation might, however, have
room for improvement. In the present paper, we discuss
common theories on the determination of quality speci-
fications. A model is presented that combines the state-
of-the-art with biological variation for the calculation of
performance specifications. The validity of reference lim-
its and reference change values are central to this model.
The model applies to almost any test if biological varia-
tion can be defined. A pragmatic method for the design of
internal quality control is presented.
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Introduction

A good quality of test results is fundamental to the
work of the medical laboratory. How to define the level
of quality needed is a question that has been subject to
much debate, and more than one consensus agreement
has been reached to define quality specifications [1-4].
Quality specifications have been defined on the basis of
criteria derived from the clinical applicability, validity of
reference limits and reference change values, state-of-
the-art performance, and other criteria, depending on the
application and the characteristics of the test.

Quality specifications are often expressed as the total
error allowable (TE,) - the total amount of error that is
medically, administratively, or legally acceptable. Follow-
ing the TE, concept, bias and imprecision are combined
into one number representing the “allowable” error in the
result. Internal quality control (IQC) procedures, as well as
external quality assessment (EQA) can be shaped accord-
ing to the TE, of the analyte [5]. The Six Sigma concept is
also linked to TE,, as the sigma value is derived from this
entity [5, 6]. “Sigma-metrics” are valuable to “normalize”
quality to a common scale.

The commonly accepted method for calculation of
the allowable error based on biological variation might,
however, have room for improvement. The addition of the
bias and imprecision terms according to this method has
been shown to overestimate TE, [7]. In the present paper,
we discuss the common theories on the determination of
quality specifications. A modified model for the calcula-
tion of quality specifications is presented. The validity of
reference limits and reference change values are central
to this model that is a modification of existing models
(further called the “modified model”) [8-10].

Analytical quality specifications

According to the new consensus [1], quality specifications
for clinical applicability should preferably be based on
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clinical outcome, which for most situations is the same
as specifications based on decision levels and evaluation
of tolerable false-positive (and false-negative) results. It
was, however, acknowledged that, in many cases, this is
difficult or even impossible to achieve as for most ana-
lytes decision levels cannot be unambiguously defined.
According to the consensus document, the preferred alter-
native approach for these measurands is to derive specifi-
cations from biological variation. It should be noted that
there is a fundamental difference between these methods,
as the specifications based on biological variation are not
related to clinical needs but tries to minimize the “sig-
nal-to-noise” ratio between analytical variation and the
(natural) biological variation.

Analytical performance specifications based on bio-
logical variation are now broadly used in clinical chemis-
try, whereas in clinical guidelines, performance based on
clinical criteria is, in most cases, preferred [11, 12].

Cotlove et al. [13] proposed that the tolerable ana-
lytical variation (analytical standard deviation) should be
less than half of the total biological variation:

CV,<0.5CV,(CV,=coefficient of variation, total biological).
M

Harris [14] then proposed that quality specifications for
individual monitoring should be calculated using the
formula

CV, <0.5CV,(CV, =coefficient of variation, within subject).
@)
For medical diagnosis, the total biological variation
was used. In the case of monitoring to detect trends in
the results from an individual over a period of time, the
within-subject CV, is used instead of the total biological
variation. This strategy was adopted by the College of
American Pathologists at the 1976 Aspen Conference [3]
and by the Subcommittee on Analytical Goals in Clinical
Chemistry of the World Association of Societies of Pathol-
ogy in London in 1978 [4, 8].

Definition of bias and imprecision

Mathematically, analytical bias is clearly different from
imprecision. Bias or systematic measurement error is
defined as an error that in replicate measurements remains
constant or varies in a predictable manner [15]. However,
it is also stated that, “Systematic measurement error, and
its causes, can be known or unknown. A correction can be
applied to compensate for a known systematic measure-
ment error.” In practice, the distinction between bias and
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imprecision is, however, less clear. “Systematic” implies
a certain time period. As Klee [16] pointed out, bias tends
to be dependent on the time interval considered. In this
paper, bias is used for the net shift in test values, relative
to the set point of the assay when the reference data on
patients were collected. Although bias should be removed
when possible, in some circumstances, bias is inevitably
encountered, such as systematic differences between ana-
lyzers measuring the same analyte.

Total error concept

The total error (TE) is an expression of the total deviation
of the test result from the true value. Westgard et al. [17]
presented this TE concept using the argument that phy-
sicians think rather in terms of the total analytical error,
which includes both random and systematic components.

The TE limits are defined by a maximum percentage
of test results, generally taken as 5%, that exceeds this
limit (one-sided). For example, assume the true value of
a plasma glucose measurement is 9 mmol/L and assume
the TE, calculated from actual bias and imprecision, is
10%. In that case, there is up to a 5% chance that this
actual result will exceed the TE limit. This means that
the probability that the true result will be <8.1 mmol/L or
will be >9.9 mmol/L will each be 5%. Whether this result
meets the quality criteria depends on the specification of
the quality limits (see below).

The basic expression most generally used for calcula-
tion of the TE is [17]

TE=bias+Z xCV,. 3)

The Z-value is generally taken as 1.65 (95% one-sided)
(Note 1).

Total error allowable (TE,)

As shown above, TE can be calculated from actual bias
and imprecision when these are known. However, when
a limit for TE is predefined (the total error allowable,
TE,), the maximum allowable bias and imprecision can
be derived for the acceptable analytical performance.
Medical decision levels should be specified, at which
concentration the performance of a method is critical.
Just as an example, one decision level for glucose could
be at 2.8 mmol/L with a TE, of 20% (0.56 mmol/L). The
maximum allowable bias and imprecision can then be
calculated using
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TE, =bias+ZxCV,. @)

Many combinations of bias and imprecision can meet
the limit set by the value selected for TE,. In our example,
the extreme values are hias=20% (with CV,=0) and
CV,=(20/1.65)=12.1%. Bias and imprecision have a linear
(inverse) relationship: a higher bias requires a low impre-
cision, a high imprecision a low bias. As will be shown
below, this model is valid only when biological variation
does not play a role.

Quality specifications based
on biological variation

Quality specifications should preferably be based on

clinical outcome. The specification of TE, is not always as

straightforward as mentioned before. An alternative is to

derive these specifications from biological variation [1].
How can this be achieved? Allowable imprecision and

bias had been defined as follows:

—  Allowable imprecision CV,<0.5CV [14].

- Allowable bias <0.25(CV +CV )" [8].

In the case of EQA, these specifications should be fulfilled
separately and EQA schemes could be designed accord-
ingly. Fraser and Hyltoft Petersen [18] proposed that in
case only a single determination of each survey material
is used or allowed, the 95% acceptance range for each
laboratory from the target value was proposed to be the
sum of both values:

95% acceptance range=
target value+[1.65(0.5CV, )+0.25(CV,*+CV,*)"*].

In terms of the TE,:

TE,=1.65(0.5CV, )+0.25(CV,*+CV,*)""%. (5)

Two flaws in the conventional
model

Although the purpose of expression (5) was the applica-
tion in EQA, it is commonly accepted and used for other
purposes outside EQA, such as the identification of appro-
priate limits for IQC [5, 19].

As shown above, the quality specification for impre-
cision is, in general, CV,<0.5CV,. In the case of diagno-
sis, this can be written as CV,<0.5(CV>+CV "2 In case of
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monitoring, only the within-subject variation is included:
CV,<0.5CV,.

The maximum allowable bias was derived as 0.25CV,
or 0.25(CV+CV )" [8]. It should be noticed, however,
that in the conventional model, this bias term is applied
in the case of monitoring although this expression had
been derived from a reference value model and only
applies to diagnosis. For that reason, in the case of moni-
toring, we applied in the present study the reference
change value model that is only based on CV, and not on
CV, [9, 10, 20].

Secondly, it has been a pragmatic solution proposed
for the use in EQA to add both maxima of allowable bias
and imprecision to obtain TE, as in Eq. (5). The theoreti-
cal basis for this is, however, lacking, as two “maximum”
errors are added, each allowing 5% of the test results
exceeding the limit, and only valid under the mutual
exclusive assumptions of zero bias and zero imprecision,
respectively. The sum will allow an increase of the per-
centage of test results exceeding the predefined limits [7].

What could be a rational and correct alternative to
combine the effects of bias and imprecision on patient
test results?

Theoretical models for quality
specifications

Several models have been developed to derive maximal
bias and imprecision based on reference values and the
maximum number of false positives [8, 16]. The model
presented here is the model according to Gowans et al. [8].

Model of Gowans (Appendix 1)

The model of Gowans et al. [8] (here referred to as the
model of Gowans) is based on the influence of bias and
imprecision on the proportion of results outside reference
limits. Performance specifications were derived from the
maximum number of results outside the reference limits.
In the model of Gowans, bias and imprecision are com-
bined into one model. The influence on the false-positive
rate is calculated based on a Gaussian distribution.
Owing to the effects of bias, imprecision, or a combi-
nation of both, more cases will be outside the reference
limits. Instead of the usual 2.5% outside a reference limit
at 1.96 SD, a maximum of 4.6% (based on the IFCC guide-
line on reference values [21]) outside the same limits was
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assumed to be acceptable. Thus, Gowans’ model allows
a maximum increase of 84% (Note 2) in false-positive
results.

Following Gowans’ model, a curve can be calculated
that defines the maximum bias and imprecision with 4.6%
of results outside the reference limit. The maximum bias
and imprecision at the extreme ends of this curve are (see
Appendix 1) discussed below.

The maximum allowable error was calculated as
follows:

- Maximum bias (when imprecision=0)=0.275CV .
-~ Maximum imprecision (when bias=0)=0.597CV,.

where CV_, is the total biological variation (in this model,
not further specified with respect to CV, and CV,).

Between these two extremes, a curve describes the
combination of bias and imprecision such that the condi-
tion is fulfilled: 4.6% of the results outside the reference
limits (one-sided) (Figure 1) (Note 3).

According to Gowans’ model, the maximum allow-
able bias (0.275CV,) only applies when CV, is minimal
(the hypothetical situation with CV,=0). On the other
hand, when bias is minimal (bias=0), the allowed Cv,

General curve of bias and imprecision with 4.6% outside 1.96 SD
. E
0.25 l—\.\\
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Figure 1: Model according to Gowans et al. [8].

Curved relation between bias and imprecision that describes the
combinations of bias and imprecision with 4.6% of the results
outside the upper reference limit.
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is at a maximum (CV,=0.597CV ). This concept is clearly
not in accordance with the model proposed by Fraser and
Hyltoft Petersen, mentioned above, where maximum bias
and maximum imprecision are summed in the expression
of TE,.

It is important to note that TE, in Gowans’ model is
not a constant but varies from 0.275CV (at CV,=0) to 1.65
(0.597CV,) (at bias=0, with Z-factor=1.65). See also Appen-
dix 1: Gowans for calculation of maximum bias and impre-
cision of creatine kinase (CK) and sodium, and Table 1.

Why was analytical variation
not included in the definition
of performance specifications?

The starting point of the models of Gowans and others like
the model of Klee [16] is the validity of reference limits.
The analytical performance specifications of the tests are
derived from this concept. Gowans’ model has the same
assumption as the model of Klee: both define the refer-
ence limits without taking the analytical variation into
account. This is clearly not the situation in common prac-
tice, as reference limits include analytical variation.

Why was this definition of reference limits used
without inclusion of the analytical variation? The reason
can be understood from the paper itself [8]: by includ-
ing the analytical variation in the reference interval, the
performance specification for analytical variation will, in
part, be determined by the analytical variation itself.

Different applications of quality
standards
How to solve the problem of defining performance speci-

fications without this circular argument involved in defin-
ing, applying, and controlling analytical quality?

Table 1: Quality specifications with maximum bias (at CV,=0) and maximum imprecision (at bias=0) based on different models for CK and Na.

Model CK Na

Bias, % Imprecision, % Bias, % Imprecision, %
Conventional (monitoring) [22] 30.3 18.4 0.73 0.44
Gowans (diagnosis) 12.7 27.2 0.25 0.54
Modified (diagnosis) 12.7 27.1 0.39 1.34
Modified (monitoring) 9.0 13.7 0.28 1.30
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Three different quality objectives should be separated
at this point. The first is the achievement of the minimum
analytical performance needed for clinical use of a test —
answering the question: is the quality of the assay accept-
able for routine use? This is a concept of the clinical utility
of a test. For this decision, different criteria can be applied
here, as covered by consensus-based quality specifica-
tions, e.g., CV,<0.5CV..

The second quality objective is the achievement of the
minimum analytical performance to maintain the validity
of the reference limits (or, in the case of monitoring, refer-
ence change values), corresponding to the situation at the
time the test was taken into use.

Third is the inclusion of IQC into the concept. To
maintain the minimum analytical performance, some
extra quality margin is needed due to the limited sen-
sitivity for bias and imprecision of IQC procedures (see
below).

In the case of sodium, the analytical variation is gen-
erally higher than the biological variation. The reference
limits are, for the greater part, determined by the analyti-
cal variation, not by the biological variation. With quality
criteria based on the presented models, the test would fail
these quality requirements (in theory, this could be over-
come by replicate measurements). The quality could also
be related to the state-of-the-art performance; however,
this would mean that the required quality is not based
anymore on any theoretical model, and the validity of ref-
erence intervals — according to the presented models — is
not maintained.

We propose another approach, by which the quality
specifications are based on the same principles but with
an accurate calculation of reference limits or reference
change values. For analytes with a high analytical varia-
tion relative to the biological variation, this would result
in more realistic quality goals.

This approach is made independent of the crite-
rion by which the test was approved for clinical use. In
theory, even a low-quality test with a very high impreci-
sion could be introduced as a routine test by a labora-
tory. This would result in reference limits and reference
change values that are determined predominantly by the
analytical variation. In that case, the modified model
does still apply.

In the text below, quality specifications based on
reference values are presented that apply in the case
of diagnosis. It is acknowledged that most tests will be
used for monitoring, and the model based on reference
change values should be used. Mathematically, this
model is very similar to the reference value model. For
that reason and for reasons of readability, we refer to
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Appendix 3: performance specifications for the reference
change model.

The modified model

This model is an adaptation of Gowans’ model (Appen-
dix 1), and the reference change values’ model [9, 10]
(Appendix 3), based on the following principles:

1. The model describes the maximum bias and impreci-
sion allowable that still maintains the validity of ref-
erence values (or reference change values in case of
monitoring).

2. The reference limits are defined by both biological
and analytical variation.

As in other models, a distinction is made between quality
criteria for diagnosis and monitoring. For diagnosis, the
CV of the reference value (CV_) is used as starting point:

ref-
— /
CV ,=(CV.+CV S +CV, *)"?,

where CV, is the CV analytical of the test at t=0, when the
reference limits were determined or confirmed.

CV,=CV(group) and CV,=CV (within person).

For monitoring, the reference change model is applied
(see Appendix 3). This is an adaptation of the model as
described before [9, 10]. In both cases, diagnosis and mon-
itoring, the underlying mathematical principles are the
same. The only difference is the description of the total
variation.

The actual (total) variation of test results in a refer-
ence population is based on biological variation and CV,
(CV actual analytical):

CV, (total)=(CV,>+CV_*+CV,*)">.

As in the model of Gowans, a maximum of 4.6% of the
test results outside a reference limit is considered accept-
able (any other percentage will not change the principle
of the model).

The consequence of including CV, in the expression
is that an increase in CV, with respect to CV,  determines
the quality, not the absolute value of CV,. In this model,
CV,, can be within the quality specification CV,<0.5 CV,
but does not need to be, e.g., when the state of the art
does not meet this specification. In the model of Gowans,
a Gaussian distribution is assumed with CV=CV, with
reference limits at the point where 2.5% of the results are
outside the limits. Analytical variation (or analytical vari-
ation in combination with bias) is then added to the model
with a limit of 4.6% test results outside the reference
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limits (in other words, 4.6% misclassification instead of
2.5%). In contrast to this, the modified model starts with
a Gaussian distribution with CV=(CV,*+CV, ?)"? to which
additional analytical variation (or analytical variation in
combination with bias) is then added.

With CV,=0, the maximum bias is

Bias _=0.275(CV,’+CV, *)"”.
With bias=0, the maximum imprecision is

Ccv

A,max

=((1.96/1.68)°x(CV,*+CV, *)-CV )"

The model can be illustrated by the examples in
Figures 2 and 3 for CK and sodium.

Maximum bias and imprecision CK
Gowans vs. modified model

== —— CK modified

———-CK Gowans

<+«—CV,=CV,,

~
1 .
~

0o 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Imprecision, %

Bias, %
B [ [}
/
J

N W

Figure 2: Curves describing the combinations of bias and impreci-
sion for CK according to Gowans’ and the modified models.

The arrow indicates the position of CV,  (see Appendix 2). Owing to
the low value of the analytical compared to the biological variation,
both models are almost identical.

Maximum bias and imprecision Na

14 Gowans vs. modified model

Na modified
1.2 M

——--Na Gowans
08 \\
M 0.6 \
0.4 ~

0.2 fmeee— AN
0 ~§\\\ v \

0 0.2 0.4 0.6 0.8 1 1.2 14
Imprecision, %

«—CV,=CV,,

ias, %

Figure 3: Curves describing the combinations of bias and impreci-
sion for sodium according to Gowans’ and the modified models.
Owing to the high value of the analytical compared to the biological
variation, both models differ considerably. The arrow indicates the
position of CV, (see Appendix 2). The analytical variation is clearly
outside the specifications of Gowans’ model but inside the specifi-
cations of the modified model.
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Quality control, TE,, and the sigma
concept

One of the most important uses of quality specifications,
in terms of maximum allowable bias and imprecision,
is the development of an IQC program. An important
concept here is the TE,. TE, combines bias and impreci-
sion to one fixed number. This concept is only valid when
bias and imprecision show a linear relation (see Appendix
4: linear). The fixed number for TE , also means that one
does not need to know whether the deviation of a control
sample result should be attributed to an increase of bias
or imprecision. Only one limit TE, for the combination of
bias and imprecision suffices.

The TE, concept is valid when IQC results are con-
sidered. The distribution of quality control results is
described by the analytical variation only, as biological
variation plays no role here. For these results, a TE, limit
can be defined for the combination of bias and impreci-
sion; bias and imprecision will show a linear relation as
described in Appendix 4.

A problem arises, however, when this concept is
translated to patient data. As we have shown, both in
the concept of reference values and of reference change
values, there is no linear relation between bias and
imprecision. When biological variation is taken into
account, the linearity changes to a curved relation. This
curved relation implies that the tolerance for additional
imprecision will increase compared to the tolerance for
additional bias, which will remain unchanged. (What
might also be taken into consideration is the fact that the
sensitivity of multirules [17] are not the same for bias and
imprecision.)

Now the problem can be described more precisely:
when we have an ICQ result with a certain deviation from
the target value, we cannot ascribe this to an effect of
bias or imprecision. In a linear model, we have shown
that this is not of importance, as long as the deviation is
within the TE, limits. As the TE, concept fails with patient
results, with no linear relation between bias and impreci-
sion, how can we decide whether this deviation is accept-
able or not?

There is no accepted solution for this problem. We
could, however, assume that the imprecision of the test
system will remain constant. With that assumption, devi-
ations of IQC results will be ascribed solely to the effect of
bias. This pragmatic solution would result in a definition
of TE, for quality control results as

TE, =bias+ZxCV,.
With (for diagnosis):
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Z=1.65.
with CV,=CV,  (see Appendix 2).
- /
CV,,=(CV,*+CV,*+CV, *)"2.

Bias,, =—168CV,, +1.96CV, =0.275CV,,.

X

TE, =0.275CV, ,+1.65CV, .

For monitoring, see Appendix 3: modified RCV.

A test can have a certain analytical quality that is
close to the limit of the quality specifications. In that case,
there will be a problem with the maintenance of this level
of quality. For instance, when CV,=0.5CV (see Figure 1),
the analytical variation is almost equal to the limit of
the desired quality specification according to the criteria
based on biological variation [23]. In Gowans’ model, no
additional bias or imprecision is allowed. This makes it
almost impossible to apply quality control specifications
to the test, even with the quality specification fulfilled. The
modified model, however, has a considerable margin for
additional bias and imprecision in the case of CK (Figure 2,
vertical line), and some margin for sodium (Figure 3).

In conclusion, some extra margin of quality is needed
because of the limited sensitivity of ICQ procedures. Note
that within the Six Sigma theory, a margin of 1.5 SD is
assumed necessary to maintain the results within the per-
formance specifications.

Discussion

In this study, we compared several models for analyti-
cal quality specifications, including a modified model
based on the calculation of reference values and refer-
ence change values, taking the analytical variation into
account. Central to this model is the assumption that the
validity of reference limits (for diagnosis) or reference
change values (for monitoring) determines the minimum
analytical quality. This concept can, of course, in itself be
discussed.

A distinction is made with, on the one hand, the
analytical performance needed for routine clinical use of
a test, answering the question of whether a test should
be taken into routine use by the laboratory. On the other
hand is the analytical performance required to maintain
the validity of the reference limits and reference change
values, once the choice has been made to take a test into
use. The second follows the first: when a test is accepted
for routine use based on clinical or other criteria, refer-
ence limits are subsequently determined (or existing ref-
erence limits validated). Quality criteria can subsequently
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be derived from the model that maintains the validity of
the reference limits or reference change values.

Both models of Klee and Gowans [8, 16] are based on
the reference value concept and do include the biological
variation, but do not include analytical variation in their
definition of reference limits. This can lead to unrealistic
values and quality criteria for tests like sodium, where the
analytical variation is the dominant component of the ref-
erence interval.

The calculation of TE, is often based on biological
variation. It has been shown that in the calculation of
TE,, the summation of both maximum allowable bias and
imprecision term [expression (2)] does lack a theoretical
basis [7]. In the conventional model, the total allowable
error is assumed to be a constant, with an inherent linear
relation between bias and imprecision. The biological var-
iation is, however, not correctly included in this model.
In the presented model, TE, — with analytical variation
included - is not anymore a constant but depends on the
ratio of bias and analytical variation.

The proposed modified model can be seen as an adap-
tation of existing models based on reference values [8] and
reference change values [9, 10]. In these models, reference
limits were calculated based on biological variation alone.
In the present model, reference limits are based on both bio-
logical and analytical variation. In tests with CV consider-
ably larger than CV,, CV, can, however, be neglected in the
calculation, and the model equals to the existing models.
When this condition is not fulfilled, the quality goals accord-
ing to the existing models will tend to be too strict. For
example, for sodium, it would be almost impossible to meet
the quality specifications (Figure 2). In contrast, in the modi-
fied model, both bias and imprecision do meet the quality
specifications and have still some margin for increase. In the
case of a less-than-perfect test, application of the modified
model will lead to more realistic quality goals.

In the model of Gowans, the quality specification
for misclassification was 4.6%. In the presented model,
we applied this specification of 4.6% both for the case of
diagnosis and for monitoring, although in the model of
Gowans this specification has been derived for the validity
of reference values (and thus for diagnosis) only. Another
specification could, however, be applied, without chang-
ing the principles of the presented model.

On the one hand, we have quality specifications based
on the validity of reference values and reference change
values. On the other hand, we have the problem of main-
taining this quality with quality control procedures. These
procedures have a limited sensitivity for errors, and an
extra quality margin is needed to be able to guarantee that
results are within quality limits. This margin will depend
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on the quality control procedures applied, and is not part
of the models presented here.

Conclusions

We propose a modified model that offers an alternative
method for the calculation of performance specifica-
tions. It is based on maintaining the validity of reference
limits and reference change values. The model applies to
almost any test if biological variation can be estimated.
A pragmatic method for the design of IQC is presented.
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Notes

Note 1

Z-value 1.65 vs. 1.96.

When the bias is equal or larger than the analytical
imprecision, the Z-value of 1.65 applies, and 95% of the
test results will fall within the limits defined by the TE,.
The test result can be reported with 95% certainty to be
within the limit defined by this TE,.

The Z-factor has been shown to be dependent on
the ratio of bias and imprecision and could be 1.96 (two-
sided 0.95 or 95% confidence limit) when bias can be
neglected compared to the imprecision. For ratios of
bias and imprecision, the Z-value was calculated as 1.96
(bias/imprecision=0), 1.77 (ratio=0.25), 1.68 (ratio=0.5),
1.65 (ratio=0.75), and 1.645 (ratio>1) [24].

For example, when the true value of glucose is
9 mmol/L with a bias of 6% and an imprecision of 2%
(ratio>1), then the bias is 9 mmol/Lx6/100 or 0.54 mmol/L
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and the imprecision 9 mmol/Lx2/100 or 0.18 mmol/L. This
makes TE 0.54+1.645x0.18 or 0.84 mmol/L greater than the
actual concentration of 9.0 mmol/L, so that the TE limit is
9.84 mmol/L.

In this case, the bias is positive and substantially
greater than the imprecision. The Z-value is 1.645 in this
case, as only the upper limit is relevant: knowing with
95% certainty that the true glucose concentration will not
exceed the 9.84 mmol/L limit. With this bias, the meas-
ured value will never be lower than the true value.

If, on the other hand, the bias is low, the Z-value of
1.96 should be applied. For example, when the true value
of glucose is 9 mmol/L with a bias of 0% and an impreci-
sion of 2%, then Z is 1.96. The imprecision component is
9 mmol/Lx1.96x2/100 or 0.35 mmol/L. This makes the TE
0.0+0.35 or 0.35 mmol/L higher or lower than the actual
concentration of 9.0 mmol/L so that the TE limits are 8.65
and 9.35 mmol/L.

As a known bias can be corrected, the presence of a
bias that is equal or larger than the imprecision of a test
should, in many cases, be corrected. As a result, use of the
Z-value of 1.65 in all cases could be questioned.

Note 2

Gowans’ model allows a maximum increase of 84%:
(4.6-2.5)/2.5x100%=84%.

Note 3

Note that these results are in close agreement with the
accepted performance criteria [25]: for bias, compare
0.275CV,, (CV biological) with the maximum (desirable)
bias of 0.25CV ..

For imprecision, compare 0.597CV with 0.5 CV,. Note
that Gowans’ model only mentioned biological variation
and did not take into account the difference between
diagnosis (based on within group and within person
variation) and monitoring (based only on within-person
variation).

Appendix

Appendix 1. Model of Gowans et al. (Gowans)

When the recommendations of the IFCC are applied, refer-
ence values will be calculated on the basis of test results
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in a group of at least 120 persons [21]. There is always an
inherent uncertainty in the determination of the refer-
ence limits for every analyte. This uncertainty is such that
with n=120, a maximum of 4.6% (one-sided) of the results
could be outside the “inner” confidence limit of the refer-
ence limits when using 1.96 SD.

Following this model, a curve can be calculated that
defines the maximum bias and imprecision with 4.6% of
results outside the reference limit. Maximum bias and
imprecision are at the extreme ends of this curve are (see
Figure 1).

In general, the relation between bias and imprecision
can, in this case, be described as (see Appendix 4)

Bias=-1.68CV, +1.96CV,,

with CV_=total variation=(CV,*CV,?)"?; CV =total biologi-
cal variation; CV, =analytical variation; 1.96 represents the
Z-value with 2.5% and 1.68 the Z-value with 4.6% outside
the limit.

In this expression, bias and imprecision (analytical
variation) have a linear relationship with a slope of -1.68
(see Appendix 4). The intersection with the y-axis repre-
sents the bias at CV,=0:

Bias(CV, =0)=-1.68(CV,*+CV,*)"*+1.96CV,
=-1.68(CV,*)"*+1.96CV,
=(1.96-1.68)CV,.

Maximum bias (when imprecision=0)=0.275CV,.

Note that this number differs from 0.25 in the study of
Gowans et al. [8].

The intersection with the x-axis represents CV, at
bias=0

CV, (bias=0):0=-1.68(CV,*+CV,*)"*+1.96CV,.
1.96CV,=1.68(CV,*+CV,*)".

Maximum imprecision ( when hias=0)=0.597CV.

Between these two extremes, a curve describes the
combination of bias and imprecision such that the condi-
tion is fulfilled: 4.6% of the results outside the reference
limits (one-sided) (Figure 1) (Note 3).

Calculation of maximum bias and imprecision of CK
and sodium:

Example 1: CK
Gowans’ model, with maximum imprecision and bias,
respectively:

Cv

A,max

=0.597CV,.
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Bias _ =0.275CV,.
CV,=22.8%; CV,=40.0% [22].
CV,=(CV,’+CV_*)"*=46.0%.

cv

A,max

=0.597CV, =27.2%.

Bias,,, =0.275CV, =12.65%.

Example 2: sodium
CV,=0.6%; CV,=0.7% [22].
CV,=(CV,*+CV_*)"?*=0.92%.

Ccv

Am;

,,=0.597CV, =0.54%.

Bias,: 0.275CV,=0.25%.

Note that these quality limits apply for diagnosis, not for
monitoring situations.

Appendix 2. Modified model, adapted
Gowans’ model

Below is the modification of Gowans’ model, based on the

following principles:

1. The model describes the maximum bias and impre-
cision allowable to maintain the validity of refer-
ence values (or reference change values in case of
monitoring).

2. The reference limits are defined by both biological
and analytical variation.

As in other models, a distinction is made between quality
criteria for diagnosis and monitoring. For diagnosis, the
CV of the reference value (CV_) is used as starting point:

ref:

_ /
CV ,=(CV.+CV S +CV, *)"?,

with CV, =CV analytical of the test at t=0, when the refer-
ence limits were determined or confirmed; CV,=CV actual
analytical.

For monitoring, the reference change model is applied
(see Appendix 3). This is an adaptation of the model as
described before [9, 10]. In both cases, diagnosis and
monitoring, the general principles presented here are the
same.

The actual (total) variation CV of test results in a ref-
erence population is based on biological variation and
actual analytical variation CV,:

CV,=(CV,*+CV,*+CV,*)">.
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As in the model of Gowans, a maximum of 4.6% of the
test results outside a reference limit is considered accept-
able (any other percentage is, however, possible and will
not change the principle of the model). The curve in this
modified model is identical to the curve according to
Gowans, with the following substitutions.

The relation between bias and imprecision can, in this
case, be described as (see Appendix 4)

Bias=-1.68(CV,’+CV,*)"*+1.96(CV,’+CV, *)"*

=-1.68(CV,*+CV,’+CV,*)"*+1.96(CV,*+CV,*+CV, *)"*.

— /
CV,=(CV,+CV,?)"2,

where 1.96 represents the Z-value with 2.5% and 1.68 the
Z-value with 4.6% outside the limit, respectively.

The consequence of including CV, in the expression
is that an increase in CV, with respect to CV, A determines
the quality, not the absolute value of CV,.

In the model of Gowans, a Gaussian distribution is
assumed with CV=CV_ with reference limits at the point
where 2.5% of the results are outside the limits. Analyti-
cal variation (or analytical variation in combination with
bias) is then added to the model with a maximum of 4.6%
test results outside the reference limits. In contrast to
this, the modified model starts with a Gaussian distribu-
tion with CV=(CV*+CV, ?)"? to which analytical variation
(or analytical variation in combination with bias) is then
added.

With bias=0, the maximum allowable imprecision
should fulfill the condition

Bias=0=-1.68(CV,’+CV

A,max

)2 +1.96(CV,>+CV, *)"°.

The maximum CV, can be calculated from this expres-
sion to be

Cv, . =((196/1.68)*x(CV,*+CV, *)-CV,?)">.

With CV,=0, the maximum bias is
Bias,, =0.275(CV,*+CV, *)".

The model can be illustrated by the examples in
Figures 1 and 2.

Example 1: CK

In the case that CV, <<CV,, the term CV,  vanishes from
the expression and the modified model equals Gowans’
model (Figure 1), with maximum imprecision and bias,
respectively

CV,  =0.597CV,.

A,m;

Bias,__=0.275CV,.

X
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Note that, in this case, the modified model will
become equal to Gowans’ model.

CK approximates this condition with CV, <<CV,.
Numbers from the authors’ laboratory:

CV,,=1.17%.
CV,=22.8%; CV,=40.0% [22].

The contribution to the reference interval by the ana-
lytical variation is only 0.03%.
Note:

CV,=22.8%; CV,=40.0%.
(CV2+CV.2+CV, 2)"?=(22.82+40.0%+1.17%)*=46.01%.
1 G A0
(46.01-46.0) / 46x100%=0.03%.

CV, according to the modified model:

A,max

(CV,,2+CV,  #)"2=116(CV,, ’+CV, *)"*->CV,  =27.1%.

biol

Bias_ =0.275(CV, ’+CV, ’)"*=12.65%.

X ol

This illustrates that for CV, <<CV,, both models
become equal.

Example 2

On the other end of the spectrum, we have CV, >>CV , and

now the term CV, vanishes from the expression. Gowans’

model does not apply to this situation, as CV, lies outside

the area of the curve (outside the minimum quality limit).
Sodium approximates this condition with CV, >CV,.

Numbers from the authors’ laboratory (see Figure 2):

CV,,=1.06%.
CV,=0.6%; CV,=0.7% [ 22]; CV,=0.92%.

The contribution to the reference interval by the
biological variation is 17%.

CV, oy Modified model:
(CV,2+CV, | ?)=116(CV,*+CV, *)"*=>CV,  =1.34%.

Bias_, =0.275(CV,*+CV,’)"*=0.39%.

Appendix 3. Performance specification based
on reference change values

Modified model

Below is the adaptation of the model based on reference

change value [9, 10], according to the following principles:

1. The model describes the maximum bias and impreci-
sion necessary to maintain the validity of reference
change values.
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2. The reference change values are defined by both bio-
logical and analytical variation.

3. By definition, reference change values only apply for
monitoring, not for diagnosis.

The reference change value (RCV) is defined as
RCV=V2xZx(CV,’+CV,*)"?,
CV,=CV analytical,
CV,=CV within person,

where Z is the number of standard deviations appropriate
to the desired probability.

The differences between two consecutive values within
one patient are described by a Gaussian curve with CV:

CV,., =V2(CV’+CV, )",

With a Z-value of 1.96, 2.5% of the test results will
respectively be outside the upper and lower limits. In
analogy with the quality limits described before, we chose
to set the quality standard at a maximum of 4.6% outside
upper and lower limits, instead of 2.5%. In other words,
bias and imprecision — or the combination of these — are
allowed to increase until 4.6% of the differences (change
values) of a reference population are outside a reference
limit, resulting in a 4.6% misclassification instead of 2.5%.

Again, we substitute Cv,, (CVA at the time the test was
introduced or validated) for CV,. The consequence of this
is that it is the increase in CV, with respect to CV, that
determines the quality, not the absolute value of CV,.

RCV=V2xZx(CV>+CV,*)".

The combinations of maximum bias and imprecision
are again described with a curve.

With imprecision=CV, , there is no additional impre-
cision compared to CV_, and the maximum bias can be
calculated (a decrease of imprecision relative to Cv,, is
possible but not considered here):

Bias=1.96xV2CV, ~1.68xV2CV,.

Note: 1.96 is Z-value corresponding with 2.5%; 1.68,
with 4.6% outside the quality limit.
With CV,,=(CV,’+CV, *)"?,

CV,=(CV,*+CV,*)",

Maximum bias is allowed when CV,=CV,, and

CV,=CV,,
Bias_ =(1.96-1.68)xV2CV,,

or
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Bias, =0.275xV2(CV,>+CV, *)".

With bias=0, the maximum allowable imprecision
should fulfill the condition:

Bias=0=1.96xV2CV, -1.68xV2CV,,
With CV, =(CV+CV, )",

And CV, =V2(CV,>+CV,*)"?,

Bias=0=1.96xV2(CV,*+CV, *)"*~1.68xV2(CV,’+CV,*)".

The maximum CV, can be calculated from this expres-
sion to be

cv, . =((1.96/1.68)*x(CV2+CV, *)~CV,?)">.

A,max

Example 1
CK approximates this condition with CV, <<CV,.
Numbers from the authors’ laboratory:

CV,,=1.17%.

CV,=22.8% [22].
CV, . according to the reference change model:

A,ma

CV, 0 =((1.96/1.68)*x(CV,*+CV, *)-CV,*)*=13.7%.

Maximum bias:

Bias,_ =0.275xV2(CV,>+CV, *)"*=8.97%.

X

Example 2
Sodium approximates the condition with CV, >CV .
Numbers from the authors’ laboratory (see Figure 2):

CV,,=1.06%.
CV,=0.7% [ 22].
CV, ...x @ccording to the reference change model:
CV, 1 =((1.96/1.68)*x(CV,*+CV, *)-CV,*)"*=1.3%.

Maximum bias:

Bias__ =0.275xV2(CV,’+CV, *)"*=0.28%.

Estimated TE, for monitoring

TE,=bias+ZxCV,,
with (for monitoring)

Z=1.65.
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CvV,=CvV,,.
CV,,=(CV+CV ’+CV, *)".

Bias=-1.68xV2CV, +1.96xV 2CV, =0.275xV 2CV, =0.39CV, .

TE,=0.39CV,,+1.65CV, .

Appendix 4. Linear relation between bias and
imprecision

Assume that test results show a normal (Gaussian) distri-
bution with coefficient of variation CV, | (total coefficient
of variation at t=0, biological and analytical combined).
We can define a limit (e.g., a quality limit) with a fixed
number (percentage) of test results outside this prede-
fined limit. The position of this limit is expressed as Z-fac-
tor (number of CV). When the percentage of test results
outside the limit is 2.5% (one-sided), Z equals 1.96.

If the bias (shift of the curve) increases from zero to
a positive number, the percentage of test results outside
the limit +1.96xCV_ will increase, above the predefined
number of 2.5%. To fulfill the condition of 2.5%, CV,
(actual total coefficient of variation) should decrease.
The relation between bias and CV, and CV_, can be
expressed as

Bias=—Z ><CVT +7Z ><CVT 0

In the case of zero bias, the (maximum) CV will be
equal to CV, and the condition of 2.5% outside the prede-
fined limit is fulfilled.

In the case of zero CV,, the (maximum) bias will be
equal to ZxCV_, a shift equal to the position of the pre-
defined limit. (Strictly speaking, CV =0 outside the
model, as this CV, does not define a normal distribution.
However, as CV approaches zero, the bias approaches the

limit ZxCV )
In the case of CV_ half of CV_, the (maximum) bias
will be equal to 0.5XZxCV_,, or a shift of 0.98CV_.

There is another situation if the distribution of results
is defined by CV_, the limit at Z=1.96 with 2.5% of the
results outside the predefined limit. A new maximum per-
centage can be set at 4.6%, at the same limit of 1.96CV_;
4.6% corresponds to a limit at 1.68CV_, so the correspond-
ing Z-value is 1.68. The relation between bias and CV_ can
now be expressed as

Bias=—Z'CV, +ZxCV,,=—1.68CV, +1.96CV,,.

In the case of zero bias, the (maximum) CV_ will be
equal to Z/Z’xCV_, or (1.96/1.68)xCV., and the condition
of 4.6% outside the predefined limit is fulfilled.
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In the case of zero CV,, the (maximum) bias will be
equal to ZxCV, (1.96CV_ ), a shift equal to the position of
the predefined limit. The linear relation between bias and
CV only exists as the distribution is described by CV. The
total variation can be composed of components of biologi-
cal and analytical variation. The relation between a com-
ponent (e.g., the analytical variation) and bias will not be
linear, but is described by a curve (see Figure 1).

Appendix 5. Definition of pragmatic quality
control limits

Here, it is assumed that the deviation of IQC results is
mainly due to bias, and that the increase of the analytical
variation can be neglected. For diagnosis:

TE, =bias+ZxCV,, 1)
with
Z=1.65. (@)

We assume that the actual CV, is equal to the CV, at
time=0 (stable CV,):

CV,=CV,,. 3)
For diagnosis, the total variation at t=0:
CV,,=(CV,>+CV_+CV, *)"2. ()
For bias (see Appendix 4: linear):
Bias=-1.68(CV,*+CV,*+CV,*)"?
+1.96(CV,*+CV,*+CV, *)"2. (5)
With CV,=CV,  [5], this becomes
Bias,_ =-168CV,,+1.96CV, =0.275CV, . (6)
Expression (1) combined with (2), (3), and (6) becomes
TE,=0.275%CV,, +1.65CV,. @)

Compare this with the expression for monitoring
(Appendix 3: RCV):

Bias=1.96xV2(CV,*+CV, *)"? —1.68xV2(CV’+CV,*)"?.
3)
With CV,=CV,  [5], this becomes

Bias=0.275xV2(CV>+CV, *)"°. )
Expression (1) combined with (2), (3), and (6) becomes
_ /
TE,=0.275xV2(CV,’+CV, *)"*+1.65CV, .

— /
TE,=0.39(CV,2+CV, *)"*+1.65CV, . (10)
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For CK, this will give a sigma score (numbers as used
before):
With CV, =1.17%; CV,=22.8%.
TE,=10.8%.
Sigma score (with CV,=CV, ): TE,/CV, =9.3.

For sodium:

With CV, =1.06%; CV,=0.6%.

TE,=2.2%.

Sigma score (with CV,=CV, ): TE,/CV, =2.1.

It can be calculated that for a sigma score of 3.0, CV, (with
CV,=CV, ) should be 0.18%.
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