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Abstract

Objectives: One of the primary causes of the women death
is breast cancer. Accurate and early breast cancer diagnosis
plays an essential role in its treatment. Computer Aided
Diagnosis (CAD) system can be used to help doctors in the
diagnosis process. This study presents an efficient method to
performance improvement of the breast cancer diagnosis
CAD system using thermal images.
Methods: The research strategy in the proposed CAD sys-
tem is using efficient algorithms in feature extraction and
classification phases, and new efficient feature selection al-
gorithm. In the feature extraction phase, the Segmentation
Fractal Texture Analysis (SFTA) algorithm that is a texture
analysis algorithm is used.This algorithm utilizes two-
threshold binary decomposition. In the feature selection
phase, the developed feature selection algorithm, which is
hybrid of binary grey wolf optimization algorithm and
firefly optimization algorithm, is applied to extracted fea-
tures. Then, the kNN, SVM, and DTree classification tech-
niques are applied to check whether the selected features
are efficiently discriminated the group successfully with
minimal misclassifications.
Results: The DMR database is utilized for performance
evaluation of the proposed method. The results indicate that
the obtained accuracy, specificity, sensitivity, and MCC are
97, 96, 98, and 94.17 %, respectively.
Conclusions: The developed breast cancer diagnosis
method has advantages compared to other breast cancer
diagnosis using thermal images.

Keywords: Computer Aided Diagnosis (CAD) system; breast
cancer; feature selection; feature extraction; thermography

Introduction

One of the primary causes of the death among women is
breast cancer. Accurate and early breast cancer diagnosis
plays an essential role in its treatment. It is because it can
help in avoiding surgeries. In addition, it can increase the
patient’s survival probability [1, 2]. There is more metabolic
activity in cancerous tissues. So, the blood flow and thereby
the temperature in the cancerous tissues are increased. On
the other hand, the infrared breast thermography is a
screening tool that measures the distribution of the tem-
perature in breast tissue. As a result, it is an important
juncture tool for mammography screening tool in early
breast cancer detection [3, 4].

By using Computer Aided Diagnosis (CAD) system for
analysis, the breast thermographic images have emerged as
an efficient tool for supporting the radiologists for cancer
diagnosis [5]. The system has several phases including pre-
processing, feature extraction, feature selection and classi-
fication [6]. Among them, the feature selection is an
important phase. It is because selecting the best features can
help to decrease the processing time and increase the ac-
curacy of diagnosis [7].

On the otherhand, Swarm Intelligence (SI) algorithms are
one of the most important branches of metaheuristics based
on natural processes. In nature, groups of animals such as
bats, hawks, bees, and whales show certain SI behaviors that
are greater than each individual intelligence. The researchers
have utilized these SI behaviors to predict the solution to
impossible problems [8]. The Grey Wolf Optimization (GWO)
algorithm, Binary Grey Wolf Optimizer (BGWO) algorithm
and Firefly Algorithm (FA) are instants of the SI algorithms
that are utilized for optimization applications [9, 10].

Recently, there are several attempts [4, 11–20] to present
the CAD systems for diagnosis of breast cancer using SI al-
gorithms and thermography. Although, these CAD systems
have suitable performance, but the performance of the CAD
systems can be improved for diagnosis of the breast cancer.

This study presents an efficient method to improve the
performance of the CAD systems that are used for diagnosis
of the breast cancer using thermographic images. The main
contributions of this study are as follows:
– It extracts the features with Segmentation Fractal

Texture Analysis (SFTA) technique.
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– It selects the best features by applying the BGWO algo-
rithm, firefly algorithm and the proposed hybrid of
these algorithms to extracted features.

– It applies k-Nearest Neighbors (kNN), DTree and Support
Vector Machine (SVM) classification algorithms to clas-
sify these three selected feature groups.

The Database for Mastology Research (DMR) is used for
verification. Figures 1 and 2 depict examples of healthy and
cancerous tissues of this database.

The comparison indicate that the developedmethod has
advantages compared to other breast cancer diagnosis
methods.

The rest of this study is organized as follows. Section
“Related works” demonstrates the related works. Section
“Methodology” demonstrates the developed method.
Section “Algorithms” presents the utilized algorithms.
Section “Experimental results and discussion” demon-
strates the experimental results. Section “Comparative
analysis” discussions the results, and Section “Conclusion”
concludes this work.

Related works

There are several attempts [4, 11–20] to present the CAD
system for the breast cancer diagnosis using thermography.
Mishra and Rath [11] have offered a comprehensive study of
the effect of feature selection methods for the abnormalities
diagnosis in thermography images. The utilized feature
selection method is principal component analysis and

autoencoder technique. They evaluate the proposed CAD
system using the DMR database and kNN algorithm for
classification. The obtained accuracy, specificity and sensi-
tivity in [11] are 95.45, 88.07, and 99.17 %, respectively.

Rajinikanth et al. [12] have used marine predators
algorithm for diagnosis of abnormalities in thermography
images. In [12], the Gray-Level Co-occurrenceMatrix (GLCM)
is utilized for feature extraction. They utilized 200 images for
training the algorithm and 100 images for validation. The
obtained accuracy, specificity, and sensitivity in [12] are 93.5,
93 and 94 %, respectively.

Sathish et al. [13] have proposed wavelet transform
method. Statistical feature extraction is performed after
applying Discrete Wavelet Transform (DWT) algorithm.
They evaluate the developed CAD system using DMR data-
base. The obtained accuracy, sensitivity and specificity in
[13] are 87.23, 94.34 and 91 %, respectively.

Gogoi et al. [14] have offered a comprehensive study of
the effect of feature selection methods for diagnosis of ab-
normalities in thermography images. They used statistical
and texture features. They evaluate the developed CAD
system using DMR database and SVM, kNN, DTree and
Artificial Neural Network (ANN) algorithms for classifica-
tion. The best obtained accuracy, specificity and sensitivity
for ANN in [14] are 87.5, 93.3, and 80 %, respectively.

Fikadu [16] has proposed Binary Particle Swarm Opti-
mization (BPSO)method for breast cancer diagnosis. Feature
selection is performed by applying BPSO algorithm. The
evaluation is performed using the DMR database and SVM
algorithm for classification. The obtained accuracy in [16] is
96.22 %.

Resmini et al. [17] have developed a computational
method that is hybrid of dynamic and static infrared ther-
mography for cancer diagnosis using supervised and unsu-
pervised techniques. They have offered Genetic Algorithm
(GA) for feature selection. They applied their method on
thermography images of the DMR database. They also used
SVM for classification. The obtained accuracy, specificity and
sensitivity in [17] are 95, 95 and 95 %, respectively.

Zarei et al. [4] have offered a CAD system for breast
cancer diagnosis. They utilize a new segmentation method
for the thermal images that is based on the Gaussian mean
shift algorithm. The obtained sensitivity, specificity, and
accuracy in [4] are 91.81, 84.86, and 87.4 %, respectively.

Darabi et al. [20] have used feature selection algorithms
for diagnosis of the breast cancer in thermal images. In this
CAD system, the hybrid of minimum RedundancyMaximum
Relevance (mRMR) algorithm and GA with Random Subset
Feature Selection (RSFS) algorithm are utilized for feature
selection. In addition, the SVM and kNN algorithms are uti-
lized as classifier algorithm. The best obtained sensitivity

Figure 1: Healthy image.

Figure 2: Cancerous image.
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and accuracy for kNN and hybrid of GA and RSFS in [20] are
96 and 83.87 %, respectively.

Salimian et al. [19] have focused on effective features in
thermal images for breast cancer diagnosis. They tested
several features such as energy, entropy, correlation,
contrast and mean.

Kalita et al. [21] have utilized mammography images of
breast tissue. They performed feature extraction using the
Local Binary Pattern (LBP) algorithm. They further pro-
cessed the features using the 2-way thresholding technique
to find the lower bound and upper bound for cancer detec-
tion. Furthermore, the SVM and kNN algorithms are
employed as classifier algorithms. The achieved metrics in
[21] include specificity of 96.2 % and accuracy of 99 %.

Khafaga et al. [22] have used thermal images for breast
cancer diagnosis by extracting features using the VGG-16,
VGG-19, ResNet-50, GoogLeNet, and AlexNet. The best ob-
tained sensitivity, specificity, and accuracy in [22] are 98.36,
62.51, and 96.15 %, respectively.

Moayedi et al. [23] have offered an intelligent method
to improv the performance of the CAD system using ther-
mal images. In the developed method, the features in the
LBP and GLCM are extracted from thermal images. Then,
the features are selected using firefly feature selection
algorithm. They used the kNN, SVM, and DTree classifiers
for detection of malignancy in the breast. The achieved
metrics in [23] include specificity of 98.2 %, accuracy
of 98.8 %, and sensitivity of 99 %, where using SVM as
classifier.

Although thesemethods have suitable performance, but
they suffer from accurate diagnosis. So, we try to improve
the performance of the breast cancer diagnosis method in
this study.

Methodology

Figure 3 displays the research methodology in this paper.

Figure 3: Research methodology.
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Our research methodology has 6 phases. The data
acquisition phase is the first stage of this methodology, in
whichwe collect the necessary data for the study. The second
stage is data preprocessing, which involves RGB to gray
scale, convert to unit8, and transforming the collected data
so that it is suitable for classification prediction. In phase
three, we extract features. The results are then carried over
to phase 4 for classification prediction without feature se-
lection. In phase 5, the BGWO, firefly, and hybrid algorithms
are designed, trained, and tested on data for feature selec-
tion. Then, the results are sent for classification prediction.
In thefinal stage of the research, we conduct a comparison of
models with and without feature selection. The details of
these 5 phases are described in next section. The phase 6 is
described in Section “Experimental results and discussion”.

Phase 1 – data acquisition

The required data is gathered from the DMR public database
[24] in this phase. A set of 200 thermograms of healthy and
cancerous patients are taken in this work.

Phase 2 – data preprocessing

At first, image format changed from RGB to black and white,
then converted to unit8. At this phase, the brightness levels
of the images are divided into a range of 0–255 levels.

Phase 3 – feature extraction

We use SFTA algorithm for feature extraction. In this phase,
576 features are extracted from each image. All 115,200
extracted features are useful.

Phase 4 – classification evaluation without
feature selection

We have done classification without feature selection for
comparison in this phase. In addition, DTree, SVM and kNN
algorithms are used for classification. All 115,200 extracted
features are useful even could detect cancer, but it is a time-
consuming process.

Phase 5 – classification evaluation with
feature selection

Using all features may reduce the accuracy due to high pro-
cessing. So, using the feature selection not only can reduce the

processing time, but also can increase the accuracy. We pro-
pose hybrid of BGWO and firefly algorithms for feature se-
lection. However, the BGWO algorithm, firefly algorithm, and
hybrid of BGWO and firefly algorithms are applied to
extracted features for feature selection in this phase.

Algorithms

Feature extraction algorithm

The SFTA that is a texture analysis algorithm, is used for
feature extraction. This algorithm is divided into two stages.
In the first stage, by using Two Threshold Binary Decom-
position (TTBD), a grayscale image is decomposed into a set
of binary images. The mean gray level and pixels count are
then calculated from each binary image. In addition, the
regions boundaries are utilized to calculate the fractal di-
mensions [25].

Feature selection algorithm

Feature selection has vital role in high-dimensional data
mining and analysis, andmachine learning. In this study, an
efficient hybrid feature selection algorithm is presented
based on the FA and BGWO algorithm.

GWO algorithm

The pyramidal hierarchy in the grey wolves group is
depicted in Figure 4 [26].

In this figure, the first three leaders are denoted by
Alpha (α), beta (β) and delta (δ). It should be noted that
omega (ω) wolves are at the bottom of this pyramidal hier-
archy that follow the abovementioned leaders [9]. The GWO
algorithm is depicted in Algorithm 1.

Algorithm : The GWO algorithm

Initialize the related parameters of GWO
Randomly generate the positions of the wolves
Compute the fitness of each wolf
Find Yα, Yβ and Yδ
for i=: MAX_ ITERATION do
Update k, P and U by Eqs. (), () and ()
Calculate the position of each wolf by Eqs. ()–()
Compute the fitness of each wolf
Update Yα, Yβ and Yδ

End for
Output Yα

In this algorithm, the locations of ω wolves are updated
based on the locations of α, β and δwolves. A distance ofwolf
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(i) is calculated using Eqs. (1)–(4) and then its position is
updated using Eq. (5) [9].

P
→ = 2k.g1

→ − k (1)

U
→ = 2g2

→
(2)

Uα

→ =
⃒⃒⃒⃒⃒
⃒⃒Q→ . Yα

→ −Yi
→ ⃒⃒⃒⃒⃒
⃒⃒,Uβ

→ =
⃒⃒⃒⃒⃒
⃒⃒Q→ . Yβ

→ −Yi
→ ⃒⃒⃒⃒⃒
⃒⃒,Uδ

→ =
⃒⃒⃒⃒⃒
⃒⃒Q→ . Y δ

→ −Yi
→ ⃒⃒⃒⃒⃒
⃒⃒ (3)

Y 1
→ =Y α

→ −P→ .Uα

→
,Y 2
→ =Yβ

→ −P→ .Uβ

→
,Y 3
→ =Y δ

→ −P→ .Uδ

→
(4)

Yi
→ (nt)=Y 1

→ +Y 2
→ +Y 3

→

3
(5)

Where Yi
→
,Y α

→
, Yβ

→
and Y δ

→
denote the position vectors for i, α,

β and δ wolves, respectively. In addition, Uα

→
, Uβ

→
and Uδ

→

denote the distance vectors between α, β, δ and i wolves,
respectively. The nt indicates the next iteration. Moreover,
g1
→

and g2
→

are random vectors between [0, 1]; P
→
and Q

→
are

coefficient vectors. The parameter k is computed as follows:

k = 2 − 2 ∗ a/b (6)

Where b and a indicate the maximum iterations count and
the current iteration, respectively.

BGWO algorithm

Positions in the GWO algorithm can be found in the
continuous space at any point. As a result, the implementa-
tion of the utilized equations for updating are simple, but the
wolves’ positions are not always continuous. The BGWO al-
gorithm can be used in these cases in which wolves are only
found in values of 1 or 0. Thus, the same utilized updating
equations for GWO cannot be used for BGWO [9], but the
same strategy can be used to obtain α, β and δ. In addition,

Eq. (3) is used to compute Uα

→
, Uβ

→
and Uδ

→
. Then, the sigmoid

function is utilized to compute v1, v2 and v3 as follows.

vc1 = 1/(e−10(Pc .Uc
α−0.5) + 1) (7)

vc2 = 1/(e−10(Pc .Uc
β−0.5) + 1) (8)

vc3 = 1/(e−10(Pc .Uc
δ−0.5) + 1) (9)

Where the cth dimension of a wolf is indicated by c. The Eqs.
(10)–(12) are utilized to compute the bstep1, bstep2 and bstep3.
Then, the result has binary value. It then utilizes Eqs. (7)–(9)
as transfer function [9].

bstepc1 =
⎧⎨⎩ 1 if (vc1 ≥ rnd)

0 else
(10)

bstepc2 =
⎧⎨⎩ 1 if (vc2 ≥ rnd)

0 else
(11)

bstepc3 =
⎧⎨⎩ 1 if (vc3 ≥ rnd)

0 else
(12)

Where rnd is a random number between [0, 1], and
bstep3, bstep2 and bstep1 are the distances that i will move
relative to δ, β and α. Next, Y 1

→
, Y 2
→

, andY 3
→

are computed as
follows.

Yc
1 =

⎧⎨⎩ 1 if (Yc
α + bstepc1 ≥ 1)

0 else
(13)

Yc
2 =

⎧⎨⎩ 1 if (Yc
β + bstepc2 ≥ 1)

0 else
(14)

Yc
3 =

⎧⎨⎩ 1 if (Yc
δ + bstepcδ ≥ 1)

0 else
(15)

Finally, as illustrated in Eq. (16), a simple stochastic
crossover is utilized for updating Yi position in the next
iteration. The BGWO algorithm is shown in Algorithm 2.

Yc
i (nt) =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

Yc
1 if(rnd <

1
3
)

Yc
2 elseif(1

3
≤ rnd <

2
3
)

Yc
3 else

(16)

Algorithm : The BGWO algorithm

Initialize the related parameters of BGWO
Randomly generate the positions of the wolves
Compute the fitness of each wolf
Find Yα, Yβ and Yδ
for i=: b Do
Update k, P and U by Eqs. (), (), and ()
Calculate the position of each wolf by Eqs. ()–()
Compute the fitness of each wolf
Update Yα, Yβ and Yδ

End for
Output Yα

Alfa

(α)

• Leader of the group
• Decision and stratergy makers

Beta

(β)

• Acts as advisor to Alfa wolves
• Discipliner for the group

Delta

(δ)

• Elders, senƟnels, hunters, scouts
• Follows α and β but dominates ω wolves

Omega
(ω)

• Acts as slaves and baby siƩers
• Follows orders of α, β and δ wolves

Figure 4: The pyramidal hierarchy in the grey wolves group [26].
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The utilized parameters for the BGWO algorithm in this
study are [0 1], 10, 500, and 1,000 for the search domain, No.
of Search agents, Problem dimension, and No. of iterations,
respectively.

Firefly algorithm

This algorithm was first presented by Yang in [27]. Firefly
algorithm is based on a physical law, which states that
light intensity decreases as square of distance increases. It
should be noted that by increasing the distance between
the light observer and the light source, the light became
weak due to light absorption. Yang in [27] has present the
firefly optimization algorithm based on this phenomena.
Thus, the firefly algorithm can be expressed as shown in
Algorithm 3.

Algorithm : The firefly algorithm

i=; z*=∅; µ=.; //initialize: Best solution, attractiveness
K()=Init FA(); //initialize a population
while (i<MF) do
α(i)=ANew(); //determine a new value of α
EvalFA(K(i),f(z));
OrdFA(K(i),f(z));
Z*=FinBesFA(K(i),f(z)); //determine the best solution
K(i+)=MovFA(K(i)); //vary the attractiveness accordingly
i=i + ;

End while

The following firefly flashing characteristics are utilized to
formulate:
– All fireflies are gender neutral.
– The landscape of the fitness function influences or de-

termines the light intensity of a firefly.
– Their attractiveness is proportional to the intensity of

their light.

The ‘Init FA’ function initializes randomly the firefly popu-
lation. The firefly search process is contained within the
while loop. The while loop includes the following steps.
(a) The ‘ANew’ function can be utilized for changing the

initial value of α. This step is optional.
(b) The ‘EvalFA’ function evaluates the solution’s quality.

This contains the implementation of a fitness function
f(z).

(c) The ‘OrdFA’ function sorts the firefly population based
on fitness values.

(d) The ‘FinBesFA’ function chooses the best individual
from the population.

(e) The positions of the fireflies are moved using ‘MovFA’
function.

It should be noted that the fireflies are drawn to the more
attractive individuals. The firefly search procedure adheres
to themaximumnumber of fitness function evaluations, MF.
In fact, each FA implementation can fall somewhere be-
tween these two asymptotic states. The utilized parameters
for firefly in this study are 10, 50, and 100 for No. Selection,
No. Fireflies, and No. Max Iteration, respectively.

Hybrid of the firefly and BGWO algorithms

The proposed algorithm is a hybrid feature selection algo-
rithm, which is a combination of the BGWO and firefly
feature selection algorithms. The developed algorithm is
displayed in Algorithm 4.

Algorithm : The developed feature selection algorithm

Step : Set parameter of firefly algorithm:
Number of selections=
Number of fireflies=
Maximum iteration=

Step : Start feature selection using firefly algorithm
Step : Save firefly algorithm output in array
Step : Set parameter of BGWO algorithm:
Data validation=%
Maximum iteration=,

Step : Start feature selection using BGWO algorithm
Step : Save BGWO algorithm output in array

In the first step, the parameters of the firefly algorithm are
set. Then, the feature selection is started using the firefly
algorithm in the second step. In step 3, the results are saved.
Then, the parameters of the BGWO algorithm are sets in step
4. The feature selection is started using BGWO algorithm in
step 5 by applying the BGWO algorithm to results of the
firefly algorithm. Finally, the results of the BGWO algorithm
are saved as the output of the proposed algorithm.

Classification algorithm

The DTree, kNN and SVM algorithms [28, 29] are applied to
the selected/extracted features and the performance is
analyzed. To faire comparison, the BGWO and firefly feature
selection algorithms are also applied to extracted features.
Then, the results are classified using DTree, kNN and SVM. In
the following, a brief explanation of each algorithm is
provided.

The SVM algorithm

The SVM algorithm is an important classification algorithm,
which develops a relationship between input and output
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based on labeled cases. In this classification algorithm, the
output of algorithm is the categorized inputs. This classifi-
cation algorithm is worked according to nonlinear kernel
functions, which are utilized for performing a conversion of
initial dataset to a higher-dimensional feature case [30].

The kNN algorithm

The kNN algorithm is a widely used algorithm in image
classification. This is a supervised classification algorithm in
which the k nearest neighbors of a point is selected using the
Euclidean orMahalanobis distance. For determining the class
of an unlabeled instance, this algorithm calculates the dis-
tance of this instance, labeled themand identifies its k nearest
neighbors and respective labels. Then, this unlabeled instance
is classified by a weighted majority or majority voting [31].

The DTree algorithm

The decision tree builds classification models using tree
structure. It simultaneously creates a related decision tree and
incrementally splits a dataset into smaller and smaller subsets.
The outcome is a tree with decision nodes and leaf nodes. A
decision node has at least two branches. A leaf node is utilized
to represent a classification. In a decision tree, the root node is
the topmost node that corresponds to the best predictor. Deci-
sion trees can handle both categorical and numerical data [32].

Experimental results and discussion

The developedmethod is evaluatedwithMATLAB 2019a. The
evaluation is performed using DMR database. The effec-
tiveness measures are classification sensitivity, accuracy,

specificity, Matthews Correlation Coefficient (MCC), and
Kappa. Eqs. (17)–(21) display these classification measures.

Accuracy = TP + TN
TN + FN + FP + TP

(17)

Sensivity = TP
FN + TP

(18)

Specifity = TN
TN + FP

(19)

MCC = (TP ∗ TN) − (FN ∗ FP)̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅(TP + FP) ∗ (TP + FN) ∗ (TN + FP) ∗ (TN + FN)√
(20)

Kappa = 2 ∗ ((TP ∗ TN) − (FN ∗ FP))
(TP + FP) ∗ (FP + TN) + (TP + FN) ∗ (FN + TN)

(21)

The True Positive (TP) in these equations indicates a
patient who is predicted to have breast cancer and who has
actually breast cancer. The True Negative (TN) indicates a
patient who is predicted to be healthy and who is actually
healthy. The False Positive (FP) indicates a patient who is
predicted to have breast cancer, but who is actually healthy,
and the False Negative (FN) indicates a patient who is pre-
dicted to be healthy, but who has actually breast cancer.

Classification evaluation without feature
selection phase

In this section, we done classification without feature se-
lection using the DMR dataset for the DTree, SVM and kNN
classifiers. The experimental results are displayed in
Figure 5 with regard to specificity, accuracy, and sensitivity.

The experimental results without feature selection
show that the DTree classification algorithm provides better
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Accuracy SensiƟvity Specificity
DTree 77.5 76.1 78.9

SVM 52.5 51.6 55.56

kNN 50 50 50 Figure 5: The results without feature selection.
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performance with regard to sensitivity, accuracy, and spec-
ificity. The kNN classification algorithm has lowest perfor-
mance, it is because the kNN algorithm does not perform
well with high-dimensional data input.

Classification evaluation with feature
selection phase

In this section, we have done classification with firefly,
BGWO and hybrid of these feature selection algorithms. The
experimental results are displayed in Figure 6.

The experimental results using firefly feature selection
algorithm show that the DTree and SVM classification algo-
rithms provide better performancewith regard to specificity
and sensitivity, respectively. In addition, the kNN classifi-
cation algorithmprovides better performancewith regard to
accuracy, MCC, and kappa.

The experimental results using BGWO feature selection
algorithm show that the DTree classification algorithm
provide better performance with regard to specificity,
sensitivity, and accuracy. In addition, the SVM classification
algorithm provides better performance with regard to MCC
and kappa in these results.

The experimental results using hybrid of the BGWO and
firefly feature selections show that the DTree classification
algorithm provide better performance in terms of speci-
ficity, sensitivity, accuracy, MCC, and kappa.

Comparative analysis

This section includes a discussion of the comparison results
of the performance evaluation metrics based on the previ-
ous section’s experiments. Figure 7 displays the experi-
mental results for various classifications.

According to Figure 7, the best obtained accuracy,
specificity and sensitivity are 97 , 96, and 98 %, respectively.

In terms of accuracy, the results show that when
feature selection algorithms are used, all of the classifiers
outperform their counterparts without feature selection.
The results of the accuracy for breast cancer are 97 , 96.5,
and 84 % for DTree, SVM, and kNN, respectively. In addi-
tion, the results of the sensitivity (specificity) for breast
cancer are 98 % (96 %), 96.9 % (95.9 %), 82.6 % (85.4 %) for
DTree, SVM, and kNN classifier, respectively. It should be
noted that the performance of the proposed CAD system
is improved by using feature selection algorithms. It is
because by using the feature selection algorithms not only
the effective features are selected but also the irrelevant
and redundant features are removed. In addition, by using

the hybrid feature selection algorithm, the CAD system
performance is further improved. It is because the most
effective features are selected. Since the kNN has dimen-
sional sensitive, the performance of the CAD system is
considerably improved by reducing the dimensions in
feature selection phase compared to classification phase
without feature selection.

Table 1 summarizes the experimental results with re-
gard to accuracy, specificity and sensitivity compared to
other CAD systems.

(a)

(b)

20
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Accuracy SensiƟvity Specificity MCC Kappa
DTree 73.5 70.4 77.6 47.4 47

SVM 72.5 78.4 68.6 45.3 45

kNN 75 77.1 73.1 50.1 50
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100

Accuracy SensiƟvity Specificity MCC Kappa
DTree 88 94.1 83.3 76.7 76

SVM 69.5 80.9 64.2 93 93

kNN 68 71.4 65.5 36.3 36

(c)

60
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90
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100

Accuracy SensiƟvity Specificity MCC Kappa
DTree 97 98 96 94.17 94

SVM 96.5 96.9 95.9 93 93

kNN 84 82.6 85.4 68.05 68

Figure 6: The experimental results using a) firefly feature selection
algorithm, b) BGWO feature selection algorithm, c) hybrid of BGWO and
firefly feature selection algorithms.
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kNN 50 75 68 84 50 77.1 71.4 82.6 50 73.1 65.5 85.4

Figure 7: The experimental results of classifications.

Table : Results comparison.

Reference Year Database Feature selection method Classifier Classifier & performance rate, %

[]  DMR GLRLM kNN Accuracy=.%
Specificity=.%
Sensitivity=.%

[]  Immunoflu-orescence (IIF) BGWO kNN Accuracy=.%
[]  DMR Statistical features ANN Accuracy=.%

Specificity=.%
Sensitivity=%

[]  DMR BPSO SVM Accuracy=.%
[]  DMR GA SVM Accuracy=%

Specificity=%
Sensitivity=%

[]   breast thermography images Hybrid of GA and RSFS kNN Accuracy=.%
Sensitivity=%

[]  DMR Grunwald-letnikov-aided dragonfly SVM Accuracy=%
[]  DMR ACO and PSO SVM Accuracy=.%
[]  DMR CNN Accuracy=.%

specificity=.%
Sensitivity=.%

This paper  DMR Hybrid of firefly and BGWO DTree Accuracy=%
Specificity=%
Sensitivity=%
MCC=.%
Kappa=%

SVM Accuracy=.%
Specificity=.%
Sensitivity=.%
MCC=%
Kappa=%

kNN Accuracy=%
Specificity=.%
Sensitivity=.%
MCC=.%
Kappa=%
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Based on these results, the highest accuracy, specificity,
sensitivity, MCC, and Kappa obtained by the proposed
method for the CAD system are 97, 96, 98, 94.17, and 94 %,
respectively, which are acceptable results in comparison
with other works for the breast cancer detection using
thermography.

Conclusions

Thermography has benefits including painlessness, non-
invasiveness, and affordability. It has the potential to pro-
vide a significant chance for patient treatment. As a result, it
has been identified as a diagnosing breast cancer method.
However, feature selection has a vital role in the accurate
diagnosis of breast cancer. Using infrared thermal images,
this paper presented a new method for improving breast
cancer diagnosis. A hybrid feature selection algorithm was
used in this method. The developed feature selection algo-
rithm was a hybrid algorithm that utilized the firefly algo-
rithm and BGWO algorithm. Evaluation results indicate that
the accuracy, specificity, sensitivity, MCC and kappa in the
hybrid feature selection algorithm are 97 , 96, 98, 94.17 and
94 %, respectively. The results of comparing show that the
developed CAD system has advantages over other CAD
systems.

Research ethics: The local Institutional Review Board
deemed the study exempt from review.
Informed consent: Informed consent was obtained from all
individuals included in this study.
Author contributions: All authors have accepted respon-
sibility for the entire content of this manuscript and
approved its submission.
Use of Large Language Models, AI and Machine Learning
Tools: None declared.
Conflict of interests: Authors state no conflict of interest.
Research funding: There is no fund.
Data availability: Not applicable.

References

1. Kozegar E, Soryani M. A cost-sensitive Bayesian combiner for reducing
false positives in mammographic mass detection. Biomed Eng/Biomed
Tech 2019;64:39–52.

2. Cengiz E, Kelek MM, Oğuz Y, Yılmaz C. Classification of breast cancer
with deep learning from noisy images using wavelet transform.
Biomed Eng/Biomed Tech 2022;67:143–50.

3. Hakim AS, Awale RN. Extraction of hottest blood vessels from breast
thermograms using state-of-the-art image segmentation methods.
Quant InfraRed Thermogr J 2022;19:347–65.

4. Zarei M, Rezai A, Falahieh Hamidpour SS. Breast cancer segmentation
based onmodified Gaussian mean shift algorithm for infrared thermal
images. Comput Methods Biomech Biomed Eng: Imag & Visualiz 2021;
9:574–80.

5. Singh VP, Srivastava S, Srivastava R. Effective mammogram
classification based on center symmetric-LBP features in wavelet
domain using random forests. Technol Health Care 2017;25:709–27.

6. Singh VP, Srivastava R. Content-based mammogram retrieval using
wavelet based complete-LBP and K-means clustering for the diagnosis
of breast cancer. Int J Hybrid Intell Syst 2017;14:31–9.

7. Bezdan T, Cvetnic D, Gajic L, Zivkovic M, Strumberger I, Bacanin N.
Feature selection by firefly algorithm with improved initialization
strategy. 7th Conference on the engineering of computer based systems.
Novi Sad, Serbia: Association for Computing Machinery; 2021. Article 8.

8. Bezdan T, Cvetnic D, Gajic L, Zivkovic M, Strumberger I, Bacanin N.
Feature selection by firefly algorithm with improved initialization
strategy. ECBS 2021: 7th Conference on the Engineering of Computer
Based Systems 2021;1–8. https://doi.org/10.1145/3459960.3459974.

9. Hu P, Pan J-S, Chu S-C. Improved binary grey wolf optimizer and its
application for feature selection. Knowl Base Syst 2020;195. https://doi.
org/10.1016/j.knosys.2020.105746.

10. Tilahun SL, Ong HC. Modified firefly algorithm. J Appl Math 2012;2012.
https://doi.org/10.1155/2012/467631.

11. Mishra V, Rath SK. Detection of breast cancer tumours based on feature
reduction and classification of thermograms. Quant InfraRed
Thermogr J 2021;18:300–13.

12. Rajinikanth V, Kadry S, Taniar D, Damaševičius R, Rauf HT, editors.
Breast-cancer detection using thermal images with marine-predators-
algorithm selected features. 2021 Seventh International conference on
Bio Signals, Images, and Instrumentation (ICBSII) Chennai, India: IEEE;
2021. 25–27 March 2021.

13. Sathish D, Kamath S, Prasad K, Kadavigere R. Role of normalization of
breast thermogram images and automatic classification of breast
cancer. Vis Comput 2019;35:57–70.

14. Gogoi UR, Bhowmik MK, Ghosh AK, Bhattacharjee D, Majumdar G,
editors. Discriminative feature selection for breast abnormality
detection and accurate classification of thermograms. 2017
International Conference on Innovations in Electronics, Signal
Processing and Communication (IESC)Shillong, India: IEEE; 2017. 6–7
April 2017.

15. Silva TAE, Silva LF, Muchaluat-Saade DC, Conci AJS. A computational
method to assist the diagnosis of breast disease using dynamic
thermography. Sensors 2020;20:3866.

16. Fikadu M. Thermography breast cancer detection using appropriate
segmentation and feature selection approach [Ph.D. thesis]. Bahir Dar:
Institute of Technology; 2021.

17. Resmini R, Faria da Silva L, Medeiros PRT, Araujo AS,
Muchaluat-Saade DC, Conci A. A hybrid methodology for breast
screening and cancer diagnosis using thermography. Comput BiolMed
2021;135. https://doi.org/10.1016/j.compbiomed.2021.104553.

18. Saadizadeh S, editor Breast cancer detection in thermal images using
GLRLM algorithm. 2021 International Conference on Electrical,
Communication, and Computer Engineering (ICECCE); 2021 12–13.

19. SalimianM, Rezai A, Hamidpour S, Khajeh-Khalili F. Effective features in
thermal images for breast cancer. In: 2nd National Conference on New
Technologies in Electrical and Computer Engineering, SID. Isfahan,
Iran; 2019.

20. Darabi N, Rezai A, Hamidpour SSF. Breast cancer detection USING
RSFS-based feature selection algorithms in thermal images. Biomed
Eng: Appl, Basis and Commun 2021;33:2150020.

180 Moradi and Rezai: High-performance breast cancer diagnosis method

https://doi.org/10.1145/3459960.3459974
https://doi.org/10.1016/j.knosys.2020.105746
https://doi.org/10.1016/j.knosys.2020.105746
https://doi.org/10.1155/2012/467631
https://doi.org/10.1016/j.compbiomed.2021.104553


21. Kalita D, Singh V, Kumar V. Two way threshold based intelligent water
drops feature selection algorithm for accurate detection of breast
cancer. Soft Comput 2022;26:2277–305.

22. Khafaga DS, Alhussan AA, El-kenawy E-SM, Takieldeen AE, Hassan TM,
Hegazy EA, et al. Meta-heuristics for feature selection and classification
in diagnostic breast cancer. Comput Mater & Continua 2022;73.

23. Moayedi SMZ, Rezai A, Hamidpour SSF. Toward effective breast cancer
detection in thermal images using efficient feature selection algorithm
and feature extraction methods. Biomedical Eng: Appl, Basis and
Commun 2024:2450007. https://doi.org/10.4015/s1016237224500078.

24. Database D. https://visual.ic.uff.br/dmi/.
25. Casagrande L, Macarini LAB, Bitencourt D, Fröhlich AA, de Araujo GM.

A new feature extraction process based on SFTA and DWT to enhance
classification of ceramic tiles quality. Mach Vision and Appl 2020;31:
71.

26. Devanathan K, Ganapathy N, Swaminathan R. editors. Binary grey
wolf optimizer based feature selection for nucleolar and centromere
staining pattern classification in indirect immunofluorescence
images. 2019 41st Annual International Conference of the IEEE
Engineering in Medicine and Biology Society (EMBC); 2019. 23–27 July
2019.

27. Yang X-S, editor. Firefly algorithms for multimodal optimization. In:
Stochastic Algorithms: Foundations and Applications. Berlin,
Heidelberg: Springer Berlin Heidelberg; 2009.

28. Kalita DJ, Singh VP, Kumar V. Detection of breast cancer through
mammogram using wavelet-based LBP features and IWD feature
selection technique. SN Comput Sci 2022;3. https://doi.org/10.1007/
s42979-022-01071-7.

29. Singh VP, Srivastava S, Srivastava R. Automated and effective content-
based image retrieval for digital mammography. J X-ray Sci Technol
2018;26:29–49.

30. Yue S, Li P, Hao P. SVM classification:Its contents and challenges. Appl
Mathematic-A J Chin Univers 2003;18:332–42.

31. Guo G, Wang H, Bell D, Bi Y, Greer K, editors. KNN Model-Based
Approach in Classification. On The Move to Meaningful Internet
Systems 2003: CoopIS, DOA, and ODBASE. Berlin, Heidelberg: Springer
Berlin Heidelberg; 2003.

32. Yang Y. An evaluation of statistical approaches to text categorization.
Inform Retriev 1999;1:69–90.

33. Chatterjee S, Biswas S, Majee A, Sen S, Oliva D, Sarkar R. Breast cancer
detection from thermal images using a Grunwald-Letnikov-aided
Dragonfly algorithm-based deep feature selection method. Comput
Biol Med 2022;141. https://doi.org/10.1016/j.compbiomed.2021.
105027.

34. Kalaiyarasi V, Meenakshi JS, Jain S, Umapriya R, Sarala R. Bio-inspired
optimization technique for feature selection to enhance accuracy of BC
detection. 2023 International Conference on Inventive Computation
Technologies (ICICT); 2023. 26–28 April 2023.

Moradi and Rezai: High-performance breast cancer diagnosis method 181

https://doi.org/10.4015/s1016237224500078
https://visual.ic.uff.br/dmi/
https://doi.org/10.1007/s42979-022-01071-7
https://doi.org/10.1007/s42979-022-01071-7
https://doi.org/10.1016/j.compbiomed.2021.105027
https://doi.org/10.1016/j.compbiomed.2021.105027

	High-performance breast cancer diagnosis method using hybrid feature selection method
	Introduction
	Related works
	Methodology
	Phase 1 – data acquisition
	Phase 2 – data preprocessing
	Phase 3 – feature extraction
	Phase 4 – classification evaluation without feature selection
	Phase 5 – classification evaluation with feature selection

	Algorithms
	Feature extraction algorithm
	Feature selection algorithm
	GWO algorithm
	BGWO algorithm
	Firefly algorithm
	Hybrid of the firefly and BGWO algorithms

	Classification algorithm
	The SVM algorithm
	The kNN algorithm
	The DTree algorithm


	Experimental results and discussion
	Classification evaluation without feature selection phase
	Classification evaluation with feature selection phase

	Comparative analysis
	Conclusions
	References


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (Euroscale Coated v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.7
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 35
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages false
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1000
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.10000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError false
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /DEU <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>
    /ENU ()
    /ENN ()
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /BleedOffset [
        0
        0
        0
        0
      ]
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName (ISO Coated v2 \(ECI\))
      /DestinationProfileSelector /UseName
      /Downsample16BitImages true
      /FlattenerPreset <<
        /ClipComplexRegions true
        /ConvertStrokesToOutlines false
        /ConvertTextToOutlines false
        /GradientResolution 300
        /LineArtTextResolution 1200
        /PresetName <FEFF005B0048006F006800650020004100750066006C00F600730075006E0067005D>
        /PresetSelector /HighResolution
        /RasterVectorBalance 1
      >>
      /FormElements true
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MarksOffset 8.503940
      /MarksWeight 0.250000
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /UseName
      /PageMarksFile /RomanDefault
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [595.276 841.890]
>> setpagedevice


